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EXECUTIVE SUMMARY 

This report presents the results from the consideration of epistemic uncertainties in New 
Zealand probabilistic seismic hazard analysis.  The methodology accounts for uncertainties 
in the earthquake rupture forecast due to uncertainties in fault geometry, slip parameters, 
and magnitude scaling relationships; as well as uncertainty in the predicted distribution of 
ground motion by utilizing multiple ground motion prediction equations.  The hierarchy of 
ground motion prediction equations was developed based on examination of the bias in 
various NZ-specific and foreign models using a dataset of observed ground motions in New 
Zealand.  Due to the present lack of fault-specific data quantifying uncertainties for the 
majority of faults in NZ, representative values based on judgement and a limited number of 
NZ and foreign fault-specific data available were utilized for such faults.  Probabilistic seismic 
hazard analyses are conducted for two vibration periods of spectral acceleration (PGA and 
SA(2.0)) for site class B (rock) and D (soft/deep soil) conditions in Wellington and 
Christchurch.  The results illustrate that variation in seismic hazard due to various ground 
motion prediction model represent the largest source of uncertainty considered.  Of the 
earthquake rupture forecast uncertainties considered, the magnitude-geometry scaling 
relationships was the most significant, followed by rupture length.  Recommendations for 
prioritization of seismic hazard research are discussed in light of the observed results. 
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1.0 INTRODUCTION 

The location of New Zealand astride the boundary of the Australian and Pacific plates makes 
it a country of high seismicity.  As such, the seismic hazard for various locations in New 
Zealand is routinely computed on the basis of a probabilistic seismic hazard analysis 
(PSHA).  The two basic ingredients of a PSHA are an earthquake rupture forecast (ERF), 
which quantifies the location and likelihood of all possible earthquake ruptures which may 
occur; and a ground motion prediction equation (GMPE) which quantifies the ground motion 
shaking at a specific location due to the occurrence of an earthquake rupture. 

Because of the complexity of earthquake rupture, wave propagation, and local site effects, 
ERFs and GMPEs are typically probabilistic in the sense that they incorporate uncertainties 
in the parameters they attempt to quantify.  In PSHA, it is common to distinguish between 
two main types of uncertainties.  The first is uncertainties which, for the given models 
adopted, are deemed to be purely random and unpredictable, and are referred to as aleatory 
variability.  The second source of uncertainty is that which arises due to limited knowledge of 
the phenomena being predicted, and is referred to as epistemic uncertainty.  An example of 
the aleatory variability is the variability in ground motion amplitudes at a given distance from 
an earthquake predicted using a ground motion model.  An example of epistemic uncertainty 
is the assessment of which ground motion model is most appropriate to be used for a 
particular problem under consideration.   

The benefit of making the distinction between aleatory variability and epistemic uncertainties 
is that, in principle, epistemic uncertainties can be reduced with improved knowledge (both 
empirical and theoretical), whilst aleatory variability cannot.  Clearly, such a distinction is 
idealistic in that some of the observed aleatory variability could be due to systematic effects 
(hence strictly being a source of epistemic uncertainty), resulting from for example, the 
simplified nature of a ground motion model.  Despite this idealisation, the separation of 
aleatory variability and epistemic uncertainties has been argued as useful from a conceptual 
view by many over the past decades. 

The basic framework of PSHA was first introduced in the late 1960’s (Cornell 1968, Esteva 
1968, McGuire 2008).  This basic framework enabled seismic hazard curves (ground motion 
intensity vs. rate or probability of exceedance) to be computed.  However, this framework of 
PSHA was only implemented considering aleatory variability in the occurrence probability of 
earthquake ruptures, and the aleatory variability in the distribution of ground shaking for a 
specified rupture.  The consideration of epistemic uncertainties in PSHA was first proposed 
by Kulkarni et al. (1984), via the concept of logic trees.  Logic trees allow for the 
consideration of alternative models and the values of their parameters to be used in PSHA, 
with each alternative possibility given a degree of belief such that the sum of the possibilities 
adds to 1.0.  Although, there is relatively little literature on the logic tree concept (as a result 
of the field of PSHA being largely practice-driven), Bommer et al. (2008, 2005) provide 
useful overviews and potential pitfalls. 

Since their inception in 1984, logic trees have become commonly employed in PSHA to 
attempt to account for epistemic uncertainties.  However, nationwide seismic hazard 
analyses for New Zealand (Stirling et al. 2011, Stirling et al. 2002), at present, do not 
explicitly account for epistemic uncertainties, instead using only preferred values of 
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parameters in the ERF and GMM.  The aim of this research is to develop the necessary 
details required to consider epistemic uncertainties in nationwide PSHA in NZ, and examine 
the effects of epistemic uncertainties at several locations. 

Section 3 examines epistemic uncertainties in ground motion prediction for NZ.  This is 
achieved by comparing the bias of various NZ and foreign ground motion prediction 
equations with respect to a database of observed NZ ground motions, as well as qualitative 
considerations based on the underlying dataset used to develop each ground motion model.  
Based on the observed results, logic trees are developed for each of the three different 
earthquake tectonic types relevant to NZ. 

Section 4 develops a methodology for consideration of epistemic uncertainties in the present 
method used to compute characteristic earthquake sources for the NZ fault-based seismicity 
model.  Discussion is also given to the determination of the fault parameter uncertainties 
which are required for the methodology. 

Section 5 examines the implications of considering epistemic uncertainties in ground motion 
prediction and fault-based seismicity on seismic hazard calculations in NZ.  Seismic hazard 
analyses are performed for peak ground acceleration and spectral acceleration at a vibration 
period of 2.0 seconds for rock and soft/deep soil conditions in Wellington and Christchurch.  
The observations are discussed, including comparisons of: (i) seismic hazard curves 
computed considering epistemic uncertainties with those using the conventional (non-
epistemic) methodology; and (ii) the magnitude of epistemic uncertainties observed in 
seismic hazard analyses in the present study with those for the San Francisco Bay Area. 

Section 6 discusses the limitations of the present study and suggests topics of future focus 
based on the outcomes of this study. 
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2.0 EPISTEMIC UNCERTIANTIES IN GROUND MOTION PREDICTION 

2.1 Overview 

As previously mentioned, a ground motion model is one of the two ingredients required in 
PSHA.  At present, ground motion models are primarily empirical in nature, due to the 
current limitations in physics-based ground motion prediction for engineering applications.  
The availability of empirical ground motion prediction equations (GMPE) in NZ has been 
historically limited, as compared to equations of a similar era elsewhere, due to a paucity of 
instrumental ground motion records observed in NZ.  For example, the most recent GMPE 
developed by McVerry et al. (2006) was based on 49 earthquakes and 435 ground motions 
observed over the period 1966-1995.  Because of the limited number of observed ground 
motions, McVerry et al. based their GMPE to some extent on the functional forms of other 
foreign GMPEs and also utilized overseas near-source records from large magnitude 
earthquakes.  The McVerry et al. model is the GMPE which has been used in PSHA in NZ 
for over the last decade (Stirling et al. 2011, Stirling et al. 2002). 

Since the development of the McVerry et al. (2006) model, which utilized data from 1966-
1995, there has been a significant increase in observed ground motions in NZ as a result of 
the GeoNet project (2010).  This increase in data allows a reassessment of the adequacy of 
the McVerry et al. model, as well as the applicability of alternative GMPEs developed for 
overseas environments, which could be utilized in order to account for epistemic uncertainty 
in ground motion prediction.  Here, an overview of the preliminary results of this 
reassessment is provided.  A comprehensive presentation of such preliminary results can be 
found in Bradley (2010). 

2.2 Dataset of NZ ground motions utilized 

Based on a ground motion suite developed by Zhao and Gerstenberger (2010), Bradley 
(2010) applied various quality assurance criteria to obtain a NZ dataset of 213 earthquakes 
and 2437 ground motions, as illustrated in 
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Table 1.  In comparison, only 435 ground motions from 49 NZ earthquakes were utilized by 
McVerry et al. (2006) in deriving their GMPE.  Figure 1 provides an example of the ground 
motions from active shallow crustal earthquakes in the Bradley (2010) dataset compared 
with the NGA database (Chiou et al. 2008).  It can be seen that despite the large number of 
data, the Bradley (2010) NZ dataset lacks a significant number of strong motion recordings 
from moderate to large magnitude events at small-to-moderate source-to-site distances.  
Given that the design PGA values in NZ can be as high as 0.4g (NZS 1170.5 2004), this 
highlights the robustness (or lack thereof) of empirical ground motion prediction equations 
which are developed using only NZ data for use in forecasting seismic hazard in New 
Zealand.  An alternative postulate is therefore made that strong ground motion phenomena 
in other tectonically similar regions of the world should be similar to that in New Zealand (as 
done by McVerry et al. (2006)).  Consequently, empirical GMPEs developed for such regions 
should also be applicable for estimating strong ground motion intensity measures in NZ.   
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Table 1 Number of events and recorded ground motions for NZ ground motion datasets. 

Dataset Number of events, 
Neq 

Number of ground 
motion records, Nrecord 

Bradley (2010) 213 2437 

McVerry et al. (2006) 49 435 
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Figure 1 Comparison of the NZ and NGA database, as well as the magnitude-distance filter used 
to remove ground motions deemed not of engineering significance. 

Two different considerations were accounted for in assessing the applicability of GMPEs for 
NZ.  The first is the distribution of inter- and intra-event residuals as a function of various 
predictor variables.  The second is the qualitative scaling of the GMPEs and their underlying 
empirical database (Bradley 2010).  The latter case is important in that the quantitative 
examination of bias in the inter- and intra-event residuals can only be examined for the 
empirical data which is available.  Thus, with regard to the present NZ database, such an 
approach cannot ascertain the applicability of foreign GMPEs for large Mw NZ events 
recorded at small Rrup distances, because there are no such observations in the present NZ 
database. 

2.3 Applicability of active shallow crustal GMPEs for New Zealand 

There are numerous GMPEs for active shallow crustal earthquakes.  The five different 
GMPEs considered in this study are: McVerry et al. (2006), Zhao et al. (2006), Boore and 
Atkinson (2008), Chiou and Youngs (2008), and Chiou et al. (2010a). For brevity these 
equations are herein referred to as McV06, Z06, BA08, CY08, C10, respectively.  As 
previously mentioned, McV06 is the most recent NZ-specific model developed, and hence 
forms a useful benchmark on the applicability of other GMPEs, and whether there is in fact 
any benefit to be gained in using foreign GMPEs for ground motion prediction in NZ.  The 
Z06 model is considered, both because it was developed using an extensive database of 
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recordings from Japan, and also because previous research has suggested that the strong 
motion characteristics in NZ and Japan are similar (Zhao et al. 1997).  The BA08 and CY08 
models were considered as relatively simple and relatively complex models produced from 
the Next Generation Attenuation (NGA) project, which utilized arguably the most 
comprehensive active shallow crustal strong motion database presently available.  Finally, a 
Chiou et al. (2010b)-based (C10) model was also considered, as it has been recently found 
that the CY08 model was not representative of strong motion observations for small-to-
moderate magnitude events in California, (an observation which may also carry-over to NZ 
strong motion observations). 

2.3.1 Scaling of GMPEs with predictor variables 

Figure 2a and Figure 2b illustrate the magnitude scaling of the median of the five active 
shallow crustal GMPEs considered for both PGA and Sa(2.0).  Figure 2a illustrates that all of 
the GMPEs predict similar PGA values for , but that the scaling to small and large 
magnitudes is significantly different.  It can be seen that the scaling with magnitude of the 
McV06 model is significantly less ‘concave from below’ than the other models, and in fact for 
PGA, the scaling is linear (McVerry et al. 2006).  As a consequence, the predicted Sa values 
of the McV06 model at small Mw are significantly larger (more than a factor of two at 

) than any of the other GMPEs considered.  It should be however noted that the 
McV06 model is considered only applicable for  (McVerry et al. 2006).  It is also 
pertinent to note that the small  scaling of C10 produces notably smaller PGA amplitudes 
(and short period amplitudes in general) than the CY08 model.  With the exception of the 
Z06 model, it can be seen that the models exhibit relatively similar scaling at large 
magnitudes.  The difference in the large magnitude scaling of Z06 is significant, with the 
predicted amplitudes for PGA being a factor of approximately 1.5 larger than the other 
considered models.  Examination of the Z06 model and ground motion database (Zhao et al. 
2006), reveals firstly that the largest well recorded crustal Japanese event has a  
and that overseas ground motion records from events up to  were used to 
supplement the Z06 Japanese ground motion database.  Secondly, the quadratic magnitude 
scaling in the Z06 model was developed based on the observed residuals of a simpler linear 
magnitude scaling model, rather than directly employed in the mixed-effects model 
formulation.  As the foreign near-source large magnitude data used by Zhao et al. (2006) is 
notably less comprehensive than that of the NGA database then it is likely that the scaling in 
the Z06 model in this region is less constrained compared to the BA08, CY08 (and C10) 
NGA models. 

Figure 2c and Figure 2d illustrate the path scaling of the median of the five GMPEs 
considered for both PGA and Sa(2.0).  The near-source scaling of the five models at short 
periods is similar, with the relatively smaller near-source saturation of the PGA BA08 model, 
and the McV06 Sa(2.0) model being the only notable observations.  At long periods, all 
models other than McV06 exhibit similar scaling.  The difference of the McV06 model is due 
to smaller geometric spreading coefficients, and larger anelastic attenuation than the other 
considered models (Bradley 2010). 

Figure 2e and Figure 2f illustrate the median response spectra predicted by the five 
considered GMPEs for magnitudes 5.5 and 7.5 and distances of 10 and 50 km.  For 

5.5 it can be seen that the McV06 model generally predicts higher spectral amplitudes 
(particularly at short periods) as a result of the previously discussed small magnitude 
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scaling.  Similarly, for 7.5 the Z06 model predicts higher spectral amplitudes as a 
result of the Z06 large magnitude scaling. 

Figure 2g and Figure 2h illustrate the scaling of the inter- and intra-event standard deviations 
of the models as a function of vibration period.  For those models with magnitude dependent 
standard deviations (i.e. CY08 and C10 for inter-event, and CY08, C10 and McV06 for intra-
event), lines are shown for magnitudes 5 and 7.  It can be seen that the BA08, CY08 and 
C10 (for Mw = 7) inter-event standard deviation generally increases with vibration periods 
above 0.5 seconds, while the Z06 model is relatively constant, and the McV06 model varies 
significantly.  Similar to the inter-event standard deviations it can be seen that the magnitude 
dependence of the CY08 and C10 intra-event standard deviation decreases with vibration 
period.  In contrast, the intra-event standard deviation of the McV06 model also exhibits 
magnitude dependence, but notably the magnitude dependent coefficient is not always 
negative (e.g. Sa(2.0)), as is common in most GMPEs with magnitude dependent standard 
deviations (e.g. CY08 and C10).  This observation, as well as the observed scaling of the 
McV06 intra-event standard deviation, are a possible consequence of the small number of 
recordings used in developing the McV06 model. 

2.3.2 Observed inter- and intra-event residuals from the NZ database 

Now that insight has been obtained as to the general predictor variable scaling features of 
the considered GMPEs it is possible to thoroughly examine the statistics of the observed 
inter- and intra-event residuals of the NZ database for each of the considered models.  This 
section presents only sufficient results (for a single vibration period) to convey the general 
observations of the inter- and intra-event residuals as a function of predictor variables for 
each of the models.  More elaborate discussion and results for five vibration periods are 
given in Bradley (2010).   

In the subsequent examination of the cumulative distribution of the residuals, the 
Kolmogorov-Smirnov goodness-of-fit test (Ang and Tang 2007) is used to identify statistically 
significant departures from the residuals having a standard normal distribution.  In order to 
illustrate the key trends in the observed residuals as a function of the predictor variables, the 
mean residual and its 98% confidence interval are plotted using non-parametric regression 
(Ruppert et al. 1995, Wasserman 2006), and shown in subsequent figures with solid and 
dashed lines, respectively.  The non-parametric mean can be used to identify statistically 
significant biases in the prediction models.  The high level of confidence used is based on 
the desire to only identify high significance biases. 
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Figure 2 Predictor variable scaling of the considered GMPEs: (a)&(b) magnitude scaling for 
source-to-site distances of 10, 50 and 120 km; (c)&(d) path scaling for magnitudes 6 and 7.5; (e)&(f) 
median response spectra for magnitudes 5.5 and 7.5; (g)&(h) inter- and intra-event standard deviation 
scaling with vibration period.  All plots are for a vertical strike slip fault and NZ site class C site. 
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2.3.2.1 McVerry et al. (2006), McV06 

 

Figure 3 illustrates the observed inter- and intra-event residuals for Sa(0.5) from the NZ 
database using the McV06 model.  It is immediately obvious that the McV06 model 
significantly over predicts ground motions from  events, as seen by the negative 
trend in the inter-event residuals in  

Figure 3a and its dependence as a function of  in  

Figure 3b.  Recall that McV06 is deemed appropriate for .  This can be 
understood based on the magnitude scaling of the McV06 model presented in Figure 2.  
There is also an observed bias in the intra-event residuals as a function of source-to-site 
distance ( 

Figure 3d).   

Figure 3f illustrates that there is some variation in the mean inter-event residual as a function 
of focal mechanism, indicating possible bias in the focal mechanism factors.  There is no 
observed bias with respect to source depth as evident in  

Figure 3e.   

Figure 3h illustrates that there is a variation in the mean intra-event residual as a function of 
site class, with site classes A and E in particular being over- and under-predicted, 
respectively (relative to the mean residual for site classes B, C, and D).  It should be noted 
that the prediction for site class A is given based on the McV site class A/B factors, which as 
noted by McVerry et al. (2006), are primarily determined for site class B conditions.  
Furthermore, as the McV06 model does not have a specific prediction for site class E 
conditions, those for site class D have been used.  Clearly, this assumption, that these site 
classes on average have the same site effect, is not valid.  It can be seen that there is no 
trend of the intra-event residuals with respect to the normalised path distance through the 
Taupo Volcanic Zone (TVZ) as the McV06 model considered such phenomena (McVerry et 
al. 2006). 

2.3.2.2 Zhao et al. (2006), Z06 

 

Figure 4 illustrates the observed inter- and intra-event residuals for PGA from the NZ 
database using the Z06 model.  While there is a systematic over-prediction of the ground 
motions, as evident from the negative mean value of the inter-event residuals in  

Figure 4a and  

Figure 4b, it is notably less than that of the McV06 model previously discussed.   

Figure 4d illustrates that there are marginally apparent biases in the near-source distance 
scaling and also in the large-distance scaling.   
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Figure 4e illustrates that there is bias in the scaling with depth, but this bias was only 
apparent for PGA and not significant for other vibration periods (Bradley 2010).   

Figure 4f illustrates that there is a significant over-prediction of normal faulting events.  This 
is a result of the fact that the Z06 model considers only ‘reverse’ and ‘other’ focal 
mechanisms.   

Figure 4g illustrates that there is a significant negative trend in the intra-event residuals as a 
function of the normalised TVZ distance, indicating the importance of TVZ anelastic 
attenuation which is not accounted by Z06 (or any of the other foreign models considered 
here).   

Figure 4h illustrates that the Z06 model provides a relatively good prediction of site class 
effects with no significant biases for PGA.  For short period amplitudes (i.e. Sa(0.2), Sa(0.5), 
and Sa(1.0)) there was however a statistically significant over-prediction of the amplitudes of 
site class A motions (Bradley 2010), which can be attributed to the fact that the Z06 Hard 
rock site class is defined for > 1100 m/s, while it is  > 1500 m/s for NZ site class A.  
Finally, it is noted that the over-prediction of site class A amplitudes, neglect of TVZ effects, 
over-prediction of normal events, and over-prediction at large-distances leads to the 
resulting observed negative inter-event residuals for several of the large magnitude (  > 6) 
events in the NZ database, which were predominantly normal events near the TVZ and 
recorded at class A sites (Bradley 2010).  Thus, the observed inter-event residuals for these 

 > 6 events are not related to errors in the Z06 magnitude scaling.  This same result is 
also true for the BA08, CY08, and C10 models examined subsequently.  Conversely, no 
significant over-prediction of these large events is observed using the McV06 model 
because, McV06 accounts for TVZ distance, and also over-predicts site class A motions 
(based on the site class A/B factors) ( 

Figure 3h). 
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Figure 3 Residuals for Sa(0.5) using the McV06 model: (a) distribution of inter-event residuals; (b) 
inter-event residuals as a function of magnitude; (c) distribution of intra-event residuals; (d) intra-event 
residuals as a function of source-to-site distance; (e)&(f) inter-event residuals as a function of depth 
and focal mechanism; (g)&(h) intra-event residuals as a function of normalised volcanic path distance 
and site class. 
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Figure 4 Residuals for PGA using the Z06 model: (a) distribution of inter-event residuals; (b) inter-
event residuals as a function of magnitude; (c) distribution of intra-event residuals; (d) intra-event 
residuals as a function of source-to-site distance; (e)&(f) inter-event residuals as a function of depth 
and focal mechanism; (g)&(h) intra-event residuals as a function of normalised volcanic path distance 
and site class. 

2.3.2.3 Boore and Atkinson (2008), BA08 

Figure 5 illustrates the observed inter- and intra-event residuals for PGA from the NZ 
database using the BA08 model.  Similar to the Z06 model, it can be seen that there is a 
systematic over-prediction of the ground motions for small magnitudes, and a slight over-
prediction for larger magnitudes ( >5.5), partially the result of the aforementioned neglect 
of TVZ effects, and an over-prediction of site class A amplitudes from normal faulting events.  
Figure 5d illustrates that there is also an apparent bias in the near-source distance scaling 
( km).  Figure 5e illustrates that there is a dependence of the inter-event 
residuals with source depth, because such an effect is not accounted for based on the  
distance measure.  Figure 5f illustrates that there is a significant difference between the 
mean inter-event residuals as a function of focal mechanism.  Normal events, in particular, 
are consistently over-predicted for short period amplitudes (i.e. T < 0.5 seconds) (Bradley 
2010).  Similar to the Z06 model, Figure 5g illustrates bias of the BA08 model with respect to 
normalised TVZ distance.  Figure 5h illustrates the intra-event residuals as a function of site 
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class.  It can be seen that there is a good prediction for site classes B, C, and D, but an 
over-prediction for site classes A and E.  This over-prediction only occurs for short periods 
(i.e. T < 0.5 seconds), with no bias across all site classes for longer vibration periods 
(Bradley 2010). 
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Figure 5 Residuals for PGA using the BA08 model: (a) distribution of inter-event residuals; (b) 
inter-event residuals as a function of magnitude; (c) distribution of intra-event residuals; (d) intra-event 
residuals as a function of source-to-site distance; (e)&(f) inter-event residuals as a function of depth 
and focal mechanism; (g)&(h) intra-event residuals as a function of normalised volcanic path distance 
and site class. 

2.3.2.4 Chiou and Youngs (2008),CY08 

This model, developed as part of the NGA project has been updated by Chiou et al. (2010a).  
It was examined nonetheless by Bradley (2010) but is not discussed herein.   

2.3.2.5 Chiou et al. (2010a)-based model, C10 

Figure 6 illustrates the observed inter- and intra-event residuals for PGA from the NZ 
database using the C10 model.  It can be seen that based on the distributions of the inter- 
and intra-event residuals alone (i.e. Figure 6a and Figure 6c) that the C10 model is unbiased 
(i.e. this is the approach of Stafford et al. (2008) and Scherbaum et al. (2004)).  As can be 
appreciated from Figure 2a, the C10 model predicts lower ground motions for small 
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magnitude events than the CY08 model.  This is clearly apparent in the inter-event residuals 
as a function of magnitude shown in Figure 6c with negligible bias for <6.  Similar to the 
BA08 and CY08 models there is an observed bias in large distance scaling at short periods, 
suggesting insufficient anelastic attenuation effects.  Unlike the CY08 model, Figure 6e 
illustrates that there is no significant bias of the intra-event residuals for source depths less 
than 20km.  As the source depth scaling of the CY08 and C10 models is identical this 
demonstrates the difficulty in examining biases in multidimensional data and models, using 
uni-dimensional marginal trends.  Figure 6f illustrates that the C10 model over-predicts the 
amplitude of normal faulting events for PGA, and similar to the BA08 and CY08 models, this 
over-prediction only occurs for short periods (Bradley 2010).  Figure 6g illustrates the bias in 
ground motion amplitudes as a function of normalized TVZ distance, which is not accounted 
for in the C10 model.  Similar to the CY08 model, Figure 6h illustrates that the C10 model 
(which has the same site response formulation as the CY08 model) provides a good 
prediction for class B, C, D, E sites.  There is also a minor reduction in the bias for site class 
A sites due to the improved  scaling. 
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Figure 6 Residuals for PGA using the C10 model: (a) distribution of inter-event residuals; (b) inter-
event residuals as a function of magnitude; (c) distribution of intra-event residuals; (d) intra-event 
residuals as a function of source-to-site distance; (e)&(f) inter-event residuals as a function of depth 
and focal mechanism; (g)&(h) intra-event residuals as a function of normalised volcanic path distance 
and site class. 
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2.4 Applicability of subduction slab GMPEs for New Zealand 

The applicability of three different GMPEs for subduction slab events were examined.  
Firstly, the McVerry et al. (2006) (McV06) was considered, as it represents the present 
model used for NZ-specific seismic hazard studies when subduction slab events are of 
importance.  Secondly, the Japanese-based model of Zhao et al. (2006) (Z06) was 
considered because of its extensive empirical database, and also because of the similarity of 
ground motions in Japan and New Zealand noted by previous researchers (Zhao et al. 
1997).  Finally, the Atkinson and Boore (2003) (AB03) GMPE based on world-wide empirical 
data was also considered. 

2.4.1  Scaling of GMPEs with predictor variables 

Figure 7a and Figure 7b illustrate the magnitude scaling of the median of the three GMPEs 
considered for both Sa(0.0) (i.e. PGA) and Sa(2.0).  It can be seen that all of the GMPEs 
predict similar Sa(0.0) and Sa(2.0) amplitudes for , but that the scaling to small 
and large magnitudes is significantly different.  This is primarily a result of the differences in 
the empirical databases used in the development of each of these models.  It can be seen 
that the McV06 and Z06 models scale similarly to small magnitudes for Sa(0.0), but the 
gradient for the McV06 model is smaller than the Z06 model for Sa(2.0).  On the other hand, 
the small magnitude scaling of the AB03 model is significantly more pronounced than the 
other two models for both Sa(0.0) and Sa(2.0).  At large magnitudes (i.e.  > 7.5) the three 
different models display significantly different scaling.  The AB03 model exhibits complete 
magnitude saturation at 8.0, while the reduction in magnitude scaling for the McV06 is 
less pronounced.  The Z06 model has the most significant scaling at large magnitudes, and 
in fact, for Sa(0.0) the Z06 model magnitude scaling is concave from above (i.e. the 
quadratic magnitude term is positive (2006)), leading to median predicted PGA values of 
approximately 2.0g at  50km from a  = 8.5 event. 

The discrepancy between the three models at large magnitudes is concerning, given the 
importance of such events in seismic hazard studies, and the lack of large magnitude events 
in the NZ database with which the applicability of such large magnitude scaling for NZ can 
be scrutinized.  The Z06 model utilized an empirical database with three subduction slab 
events above  7.  However, these three events were not well-recorded (relative to 
other events in the Z06 database).  Furthermore, the records from such events were 
recorded at large path distances which Zhao (2010) has illustrated that the Z06 model over-
predicts.  Hence, it is concluded that the large magnitude scaling of the Z06 model 
(particularly the positive magnitude squared dependence at short periods) is inappropriate.  
As previously mentioned, the McV06 model used a very small empirical database with only 
20 subduction slab events and a maximum magnitude of .  The AB03 model 
used an empirical database with only four events above , with the best recorded 
event contributing 14 records.   

Figure 7c and Figure 7d illustrate the path scaling of the median of the three subduction slab 
GMPEs considered for both Sa(0.0) and Sa(2.0).  In general, the path scaling of GMPEs can 
be separated into: (i) near-source scaling considering the finite dimension of the fault source; 
(ii) geometric spreading at moderate to large distances; and (iii) anelastic attenuation at 
large distances.  The different functional forms adopted for each of these three aspects of 
path scaling for the considered models are discussed below. 
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Figure 7c and Figure 7d illustrate that the McV06 model exhibits the most pronounced near-
source saturation, followed by the AB03 model and then the Z06 model.  The lack of near-
source saturation for the Z06 model coupled with the aforementioned pronounced large 
magnitude scaling leads to very large ground motions at near source distances.   

The path scaling of the three different models at moderate to large distances (i.e. beyond 
where finite fault effects are significant), are relatively similar, but have varying values for the 
geometric spreading coefficient.  The McV06 model has a geometric spreading coefficient 
ranging from approximately -2.5 at short periods to -2.0 at long periods.  The Z06 model has 
an effective geometric spreading coefficient which ranges from -1.5 at short periods to -1.1 
at long periods.  Finally, the AB03 model has a geometric spreading coefficient which is 
independent of vibration period, but very weakly dependent on magnitude and has a value of 
-1.7 for  = 7.   

At long distances, both the Z06 and the AB03 model include an anelastic attenuation term, 
but the McV06 model does not (although an anelastic attenuation term for TVZ attenuation is 
considered).  This absence of anelastic attenuation in the McV06 model is clearly evident in 
the lack of reduction in Sa(0.0) amplitudes at large distances.  The magnitude of anelastic 
attenuation coefficient in the AB03 model, which ranges from 0.002 at short periods to 
0.00045 at long periods is notably lower than the Z06 model (similar to the NZ-specific 
crustal model) values of 0.0056 at short periods to 0.0015 at long periods. 

Figure 7e and Figure 7f illustrate the median response spectra predicted by the three 
considered GMPEs for magnitudes 5.5 and 7.5 and distances of 50 and 150 km.  For both 
magnitudes and path distances considered it can be seen that the shape of the predicted 
AB03 spectra is significantly ‘flatter’ than that for the McV06 and Z06 models.  It can also be 
seen that the AB03 spectra for   5.5 are lower than the Z06 and McV06 predictions as 
a result of the aforementioned magnitude scaling.  Similarly, for 7.5 the Z06 model 
predicts higher spectral amplitudes as a result of the Z06 large magnitude scaling.  One final 
observation is the unsmoothed nature of the McV06 predicted spectral amplitudes with 
period. 

Figure 7g and Figure 7h illustrate the dependence of the inter- and intra-event residuals with 
vibration period.   
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Figure 7 Predictor variable scaling of the considered GMPEs: (a)&(b) magnitude scaling for 
source-to-site distances of 50 and 120 km; (c)&(d) path scaling for magnitudes 6 and 7.5; (e)&(f) 
median response spectra for magnitudes 5.5 and 7.5; (g)&(h) inter- and intra-event standard deviation 
scaling with vibration period.  All plots, unless noted, are for a focal depth of 40km and NZ site class C 
site.  
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2.4.2 Observed inter- and intra-event residuals from the NZ database 

2.4.2.1 McVerry et al. (2006), McV06 

Figure 8 illustrates the observed inter- and intra-event residuals for Sa(1.0) from the NZ 
database using the McV06 model.  Similar to the observations for crustal events it is 
immediately obvious that the McV06 model significantly over-predicts ground motions from 

 6 events (Figure 8a and Figure 8c).  Figure 8e also illustrates that there is some bias 
of the intra-event residuals as a function of source to site distance (recall in the discussion 
pertaining to Figure 8 that the geometric spreading coefficient for the McV06 was 
significantly larger than the Z06 and AB03 models).  Figure 8f illustrates that there is a trend 
in the inter-event residuals as a function of source depth, but this observed trend is likely 
influenced by the poor magnitude scaling of the McV06 model.  Figure 8g illustrates that 
similar to the observations for crustal events, the McV06 model over- and under-predicts 
ground motions for site class A and E sites, respectively (using the A/B factors for site class 
A sites and the D factors for site class E sites).  This is because the McV06 model considers 
the response of sites A and B and sites D and E to be equal (McVerry et al. 2006).  Figure 
8h provides an insightful result, that despite the McV06 model considering the anelastic 
attenuation in the TVZ, there is still bias observed in the intra-event residuals as a function of 
the normalised-TVZ path distance.  This observation may be the result of the fact that the 
McV06 model does not consider anelastic attenuation for the non-TVZ portion of the 
propagation path. 

2.4.2.2 Zhao et al. (2006), Z06 

Figure 9 illustrates the observed inter- and intra-event residuals for Sa(1.0) from the NZ 
database using the Z06 model.  Similar to the McV06 model, it can be seen that the Z06 
model over-predicts ground motions from events with 5, although the over-prediction 
is not as pronounced as the McV06 model.  Figure 9e also illustrates that there is an under-
prediction of ground motions recorded at large source-to-site distances caused by a 
reduction in the apparent rate of attenuation.  Zhao (2010) attributed this reduction in large 
distance attenuation to constructive interference of waves propagating through the mantle 
and those propagating a significantly larger distance within the subduction slab itself.  It is 
not immediately clear on inspection of Figure 9a, but Figure 9b illustrates that the standard 
deviation of the intra-event residuals is less than that for a standard normal distribution.  This 
observation is more pronounced at short vibration periods (see appendix).  This is the result 
of the Z06 model having a relatively large standard deviation in comparison with the McV06 
and AB03 models, which based on the NZ database appears to be too large.  Figure 9f 
illustrates that there is negligible dependence of the inter-event residuals as a function of 
source depth.  Figure 9g illustrates that while the mean of the intra-event residuals for site 
classes C and E are statistically different from zero, that the bias is still relatively minor in 
relation to the McV06 model site class predictions.  Finally, Figure 9h illustrates that there is 
a dependence of the intra-event residuals as a function of the normalised TVZ distances 
resulting from the lack of a TVZ-specific term in the Z06 model. 

2.4.2.3 Atkinson and Boore (2003), AB03 

As is evident from the qualitative predictor variable scaling the AB03 model provided a poor 
representation of the NZ ground motions (Bradley 2010), and is not discussed further for 
subduction interface events.   
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Figure 8 Residuals for Sa(1.0) using the McV06 model: (a)&(b) distribution of inter- and intra-
event residuals; (c)&(d) inter- and intra-event residuals as a function of magnitude; (e) intra-event 
residuals as a function of distance; (f) inter-event residuals as a function of depth; (g)&(h) intra-event 
residuals as a function of site class and normalised volcanic path distance. 
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Figure 9 Residuals for Sa(1.0) using the Z06 model: (a)&(b) distribution of inter- and intra-event 
residuals; (c)&(d) inter- and intra-event residuals as a function of magnitude; (e) intra-event residuals 
as a function of distance; (f) inter-event residuals as a function of depth; (g)&(h) intra-event residuals 
as a function of site class and normalised volcanic path distance. 

2.5 Applicability of subduction interface GMPEs for New Zealand 

The applicability of three different GMPEs for subduction interface events were examined.  
Firstly, the McVerry et al. (2006) (McV06) model was considered, as it represents the 
present model used for NZ-specific seismic hazard studies when subduction interface events 

(a) 

(b) 

(c) 

(d)

(e) 

(f) (g)

(h) 
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are of importance.  Secondly, the Japanese-based model of Zhao et al. (2006) (Z06) was 
considered because of its extensive empirical database, and also because of the similarity of 
ground motions in Japan and New Zealand noted by previous researchers (Zhao et al. 
1997).  Finally, the Atkinson and Boore (2003) (AB03) GMPE based on world-wide empirical 
data was also considered.  The Youngs et al. (1997) model, which was also utilized in the 
most recent update of the USGS national seismic hazard maps (Petersen et al. 2008), was 
not considered because it does not provide a distinction between inter- and intra-event 
standard deviations making it impossible to partition total residuals into inter- and intra-event 
components. 

2.5.1 Scaling of GMPEs with predictor variables 

Figure 10a and Figure 10b illustrate the magnitude scaling of the median of the three 
subduction interface GMPEs considered for both Sa(0.0) (i.e. PGA) and Sa(2.0).  Similar to 
the observations for subduction interface events, it can be seen that at small magnitudes the 
AB03 model predicts significantly smaller spectral amplitudes than the McV06 and Z06 
models.  The McV06 model predicts the largest spectral amplitudes for small magnitude 
events.  The Z06 model predicts only slightly smaller Sa(0.0) amplitudes than the McV06 
model at small magnitudes, but significantly smaller Sa(2.0) amplitudes.  At large 
magnitudes (i.e.  > 7.5) the three models also display significantly different magnitude 
scaling.  The AB03 model exhibits complete magnitude saturation for Sa(0.0), while the 
reduction in magnitude scaling for the McV06 is less pronounced.  Similar to the 
observations made for active shallow crustal and subduction slab events, the Z06 model 
exhibits a significantly less pronounced reduction in magnitude scaling at large magnitudes.  
The discrepancy between the three models at large magnitudes is concerning, given the 
importance of such events in seismic hazard studies, and the lack of large-magnitude well-
recorded subduction interface events in the NZ database with which the applicability of such 
large magnitude scaling for NZ can be scrutinized.  The Z06 model utilized an empirical 
database with three well-recorded subduction interface events above  7, including the 
Mw = 8.29 2003 Tokachi-Oki event (319 records), and its  aftershock (222 
recordings).  Conversely, the McV06 model was developed from an empirical database 
containing only 7 subduction interface events, none of which were well recorded.  The AB03 
contains 11 subduction interface events with , with the best recorded having 23 
ground motion records.   

Figure 10c and Figure 10d  illustrate the path scaling of the median of the three subduction 
interface GMPEs considered for both Sa(0.0) and Sa(2.0).  In general, the path scaling of 
GMPEs can be separated into: (i) near-source scaling considering the finite dimension of the 
fault source; (ii) geometric spreading at moderate to large distances; and (iii) anelastic 
attenuation at large distances.  The different functional forms adopted for each of these three 
aspects of path scaling for the considered models are discussed below.  Figure 10c 
illustrates that the AB03 model exhibits the most pronounced near-source saturation for both 
Sa(0.0) and Sa(2.0), followed by the McV06 model and then the Z06 model.  The less 
pronounced near-source saturation for the Z06 model coupled with the aforementioned large 
magnitude scaling leads to large ground motions at near source distances.  The path scaling 
of the three different models at moderate to large distances (i.e. beyond where finite fault 
effects are significant), are relatively similar, with one notable exception being the very low 
attenuation of Sa(2.0) amplitudes from an  event predicted by the AB03 model.  At 
large distances, both the Z06 and AB03 models include an anelastic attenuation term, but 
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the McV06 model does not (although an anelastic attenuation term for TVZ attenuation is 
considered).  This absence of anelastic attenuation in the McV06 model is evident in the lack 
of reduction in Sa(0.0) amplitudes at large distances.  The magnitude of the anelastic 
attenuation coefficient in the AB03 model, which ranges from 0.002 at short periods and 
tending to zero for periods greater than 2 seconds, is notably lower than the Z06 model 
values of 0.0056 at short periods to 0.0015 at long periods. 

Figure 10e and Figure 10f illustrate the median response spectra predicted by the three 
considered GMPEs for magnitudes 5.5 and 7.5 and path distances of 25 and 100 km.  For 
the magnitudes and path distances considered it can be seen that the shape of the predicted 
AB03 spectra is significantly ‘flatter’ than that for the McV06 and Z06 models.  It can also be 
seen that the AB03 spectra for   5.5 are lower as a result of the aforementioned 
magnitude scaling.  Similarly, for 7.5 the Z06 model predicts higher spectral 
amplitudes as a result of the Z06 large magnitude scaling.  One final observation is the 
unsmoothed nature of the McV06 predicted spectral amplitudes with period.  

The McV06, Z06 and AB03 models use the same inter- and intra-event standard deviations 
for both subduction slab and subduction interface models.   

2.5.2 Observed inter- and intra-event residuals from the NZ database 

2.5.2.1 McVerry et al. (2006), McV06 

 

Figure 11 illustrates the observed inter- and intra-event residuals for Sa(1.0) from the NZ 
database using the McV06 model.  Similar to the observations for active shallow crustal and 
subduction slab events it is immediately apparent that the McV06 model significantly over-
predicts ground motions from  6 events ( 

Figure 11a and  

Figure 11c).  This over-prediction is relatively minor at short vibration periods, but increases 
with increasing vibration period.   

Figure 11e also illustrates that there a dependence of the intra-event residuals as a function 
of source to site distance for distances less than 100km and vibration periods larger than 0.5 
seconds. 

 

Figure 11f illustrates that there is no apparent trend in the inter-event residuals as a function 
of source depth. 

2.5.2.2 Zhao et al. (2006), Z06 

 

Figure 12 illustrates the observed inter- and intra-event residuals for Sa(1.0) from the slab 
NZ database using the Z06 model.  It can be seen in  
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Figure 12c that there is essentially no bias of the inter-event residuals as a function of 
magnitude for all spectral periods considered.   

Figure 12a and  

Figure 12c illustrate that there is a constant bias in the inter-event residual, but this was only 
observed for Sa(1.0).  One point of note, not apparent in  

Figure 12, is the large over-prediction of the 2009 Mw = 7.63 event (Fry et al. 2010), which 
had an inter-event residual of approximately -2 for periods of 0.0, 0.2, and 0.5.   

Figure 12e illustrates that there is also no observed bias in the intra-event residuals with 
source-to-site distance.   
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Figure 10 Predictor variable scaling of the considered GMPEs: (a)&(b) magnitude scaling for 
source-to-site distances of 15 and 25 km; (c)&(d) path scaling for magnitudes 6 and 7.5; (e)&(f) 
median response spectra for magnitudes 5.5 and 7.5.  All plots, unless noted, are for a focal depth of 
15 km and NZ site class C site. 

 

Figure 12b illustrates that the standard deviation of the intra-event residuals is less than that 
for a standard normal distribution as indicated by the empirical distribution intersecting the 
KS bounds.  This is a possible result of the Z06 model having a relatively large standard 
deviation in comparison with the McV06 and AB03 models. 

 

Figure 12f illustrates that there is negligible dependence of the inter-event residuals as a 
function of source depth.   

Figure 12g illustrates that while there is all small bias in the site class B and D predictions for 
Sa(1.0) (as indicated mean of the intra-event residuals being statistically different from zero).  

(a) (b) 

(c) (d) 

(e) (f) 
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At all vibration periods except for Sa(5.0) site class B motions were over-predicted, while site 
class C and D motions were also biased for Sa(0.5) and Sa(1.0), respectively.  
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2.5.2.3 Atkinson and Boore (2003), AB03. 

As is evident from the qualitative predictor variable scaling the AB03 model provided a poor 
representation of the NZ ground motions (Bradley 2010), and is not discussed further for 
subduction interface events.   
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Figure 11 Residuals for Sa(1.0) using the McV06 model: (a)&(b) distribution of inter- and intra-
event residuals; (c)&(d) inter- and intra-event residuals as a function of magnitude; (e) intra-event 
residuals as a function of distance; (f) inter-event residuals as a function of depth; and (g) intra-event 
residuals as a function of site class. 
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Figure 12 Residuals for Sa(1.0) using the Z06 model: (a)&(b) distribution of inter- and intra-event 
residuals; (c)&(d) inter- and intra-event residuals as a function of magnitude; (e) intra-event residuals 
as a function of distance; (f) inter-event residuals as a function of depth; and (g) intra-event residuals 
as a function of site class. 

2.6 Consideration of epistemic uncertainty in NZ ground motion 
prediction 

2.6.1 Active shallow crustal earthquakes 

The previous results illustrate that the C10 and BA08 models are considered the most robust 
for large magnitude active shallow crustal events, due to having the largest number of 
ground motions from such earthquakes in their derivation.  Furthermore the C10 model also 
did not illustrate any significant bias for small magnitudes.  The McV06 model was shown to 
be biased for small magnitudes and has irregular variation in scaling (distance and standard 
deviation) likely due to insufficient data for constraint.  The Z06 model was likely biased for 
large magnitude events based on its significantly different value than the remaining models.  
Based on these main points the following logic tree weights for active shallow crustal events 
in Table 2 and Figure 13 were assigned.  

(a) 

(b) 

(c) 

(d)

(e) 

(f) (g)
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Table 2 Logic tree weights used for active shallow crustal earthquakes. 

McVerry et. al (2006) 0.2 

Zhao et al. (2006) 0.2 

Boore and Atkinson (2008) 0.28 

Chiou et al (2010) 0.32 

 

2.6.2 Subduction slab and subduction interface earthquakes 

The previous results illustrated firstly that the AB03 model provided a poor prediction for all 
magnitudes and distances considered.  Secondly, both the McV06 and Z06 model illustrated 
some bias for small magnitudes (particularly for subduction slab events).  Because the Z06 
model was based on a more comprehensive dataset it is given a slightly larger logic tree 
weight than the McV06 model, which are provided in Table 3 and Figure 13. 

Table 3 Logic tree weights used for subduction slab and subduction interface earthquakes. 

McVerry et. al (2006) 0.4 

Zhao et al. (2006) 0.6 

Atkinson and Boore (2003) 0.0 

 

Figure 13 Adopted logic tree for addressing ground motion prediction uncertainty for various 
tectonic types. 

 

Z06 
0.6 

McV06
0.4 

Subduction 
slab/ interface 

Active shallow 
crustal 

McV06 - 0.2 

 McV06 - 0.2

   Z06 - 0.2 

   Z06 - 0.2 

BA08 - 0.28 

BA08 - 0.28 

C10 - 0.32 

C10 - 0.32 
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3.0 EPISTEMIC UNCERTIANTIES IN EARTHQUAKE RUPTURE 
FORECAST (ERF) 

3.1 Current Earthquake Rupture Forecast Methodology for NZ 

The current methodology adopted for PSHA in NZ, as implemented by Stirling et al. (2002) 
and Stirling et al. (2011), is based on a combination of fault-based sources and distributed 
seismicity.  The fault source model uses the dimensions and slip rates of mapped fault 
sources to develop magnitude-frequency estimates for “characteristic” earthquakes, and the 
spatial distribution of historical seismicity is used to develop magnitude-frequency estimates 
for the background seismicity model.  Because the fault-based seismicity is assumed to be 
characteristic in nature it is assumed that events less than this characteristic magnitude are 
modelled by the distributed background sources. 

Only epistemic uncertainties in the fault-based component of the ERF are considered in this 
study, consistent with similar studies conducted elsewhere (WGCEP 2003).  That is, no 
uncertainties in background seismicity are considered.  The implications of this are 
discussed in light of the results obtained at a later section. 

3.2 Methodology for consideration of epistemic uncertainties in fault 
model 

3.2.1 Deterministic calculation of source magnitudes and rates of occurrence 

The seismic hazard for characteristic ruptures, as modelled in the fault-model of Stirling et al. 
(2002) and Stirling et al. (2011), is governed by the magnitude, Mw, and recurrence interval, 
λ, of the characteristic rupture.  The calculation of these parameters follows the basics steps 
below: 

The fault is described by several geometrical parameters (length, , top of rupture extent, 
, bottom of rupture extent, , dip, ) and slip parameters (slip rate, , coupling 

coefficient, ).  Based on the fault geometry a magnitude scaling relation is used to compute 
the magnitude of the rupture 

 (1) 

where the rupture down-dip width is computed from: 

 (2) 

Such magnitude scaling relations may be either a function of fault length alone (length 
scaling), or fault length and width (sometimes via their product, fault area).  For New Zealand 
faults, three different magnitude scaling relations are used dependent on the classification of 
the fault.   
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For plate-boundary faults, the relationship of Hanks and Bakun (2002) is utilized: 

 

 (3) 

For normal faults in volcanic and rift environments, the relation of Villamor et al. (2001) is 
utilized: 

 

 (4) 

For all other crustal faults, the relationship of Berryman et al. (2001) is utilized: 

 

 (5) 

For subduction interface events, the relationship of Strasser et al. (2010) is utilized: 

 

 (6) 

Subduction slab events were modelled as point sources in the background seismicity model.  
In Equations (3)-(6) all logarithms are base 10.  It is noted that only the median magnitude 
obtained from the above magnitude-scaling relationships are used in computing the 
characteristic magnitudes in Stirling et al. (2002) and Stirling et al. (2011).  The exception is 
for subduction interface events, where the magnitudes were based on the definition of 
moment magnitude (Equation (8)) with assumed values for average displacement (Stirling et 
al. 2011). 

For the given source magnitude, the moment magnitude, , can be computed from: 

 (7) 

The total moment rate for the fault can be computed as follows: 

 (8) 
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where  is the shear rigidity of the fault interface;  is the average slip rate over the area of 
the fault surface, and  is the coupling coefficient.  Based on the assumption that all of the 
moment rate accumulating on the fault surface is released in characteristic events, the mean 
occurrence rate can be computed from: 

 (9) 

Table 4 provides a summary of the key parameters and relationships which are required in 
the determination of the fault-based parameters (i.e. magnitude and recurrence interval).  
Each of these parameters/relationships contain epistemic uncertainty. 

Table 4 Key parameters and relationships in the determination of fault-based parameters 

Length of fault plane, L 

Top of rupture extent,  

Bottom of rupture extent,  

Fault dip,  

Fault slip rate,  

Coupling coefficient, c. 

Magnitude scaling relationship,  

3.2.2 Consideration of epistemic uncertainties in the fault-model 

Based on the procedure outlined in the previous section epistemic uncertainties can be 
considered in the Monte Carlo simulation procedure given in Table 5. 

Table 5 Monte Carlo procedure for fault-based epistemic uncertainty consideration 

for i=1:nsimulation 
• For each fault j: 
• Generate a random set of geometrical fault parameters ( ) and 

deformation parameters ( ) 
• Using the appropriate magnitude scaling relation determine the mean, and 

standard deviation of the characteristic magnitude (i.e. Equations (3)-(5)). 
• From the mean and standard deviation of the characteristic magnitude, generate 

a randomly realized magnitude,  (for fault j and realization i). 
• For the generated magnitude  get the associated seismic moment (Equation 

(7) and (8)), and then determine the mean annual rate of occurrence,  
(Equation (9)). 

end of loop 
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3.2.3 Specific values of fault based uncertainties used in the present study. 

Table 4 listed the seven parameters/relationships for the fault component of the ERF which 
contain epistemic uncertainty.  Given that epistemic uncertainties are a result of a lack of 
knowledge (both theoretical and empirical), then obviously those faults which have had less 
attention devoted to them will be modelled with parameters/relationships which have a 
greater epistemic uncertainty.  Therefore, ideally one would have estimates for the 
magnitude of the parameter/relationships uncertainties that are fault-specific.  Unfortunately, 
for the faults in the NZ seismic hazard model this is not the case, with the majority of such 
data not presently catalogued.  As a result, the approach taken here is to make use of 
available fault-specific data, and judgement in the absence of such data, to assign 
uncertainties to each of the parameters.  A key consideration in the subsequent analyses 
conducted is a sensitivity study to assess the importance of each parameter uncertainty in 
the overall picture of seismic hazard, therefore indicating which parameters deserve more 
rigorous estimation in future. 

In determining the magnitude of uncertainties to assign to faults without specific parameter 
uncertainty estimates, use was made of both NZ-specific and also foreign data.  The primary 
foreign data used were those of the Working Group on California Earthquake Probabilities 
(WGCEP), who developed an ERF for the San Francisco Bay Area with a detailed 
assessment of epistemic uncertainties (WGCEP 2003).  Table 6 presents data directly from 
the WGCEP study for the various faults they were concerned with.  On the basis of this table 
the following summary information can be obtained: (i) coefficients of variation (COV) for 
fault length range from 0.06-0.28 with a mean of 0.15; (ii) width COVs range from 0.08-0.12 
with a mean of 0.10; (iii) slip rate COVs range from 0.06-0.34 with a mean of 0.18. 

In addition to the parameter uncertainty magnitudes in the WGCEP study, various estimates 
are also available for well-studied and/or recently studied NZ faults.  Examples of such 
estimates include slip rate COVs of: 0.14 - Wellington fault (Van Dissen and et al 2010); 0.10 
- Ostler and Irishman creek faults (Amos et al. 2007); 0.16 - Ohariu fault (Heron et al. 1998); 
0.1 – Hope fault (Langridge and Berryman 2005); 0.15 – Porters Pass fault (Howard et al. 
2005); 0.16 – Blue Mountain fault (Pace et al. 2005); 0.15 – Ohariu fault (Litchfield et al. 
2006); 0.25 – Taupo rift faults (Villamor and Berryman 2006); 0.13 – Wairau fault 
(Zachariasen et al. 2006); 0.08 – Alpine fault (Zachariasen et al. 2006); 0.08 - Wairarapa 
fault (Van Dissen and Berryman 1996); and 0.1 – Hikurangi subduction zone sources 
(Wallace et al. 2010); among others.  On the basis of these and the WGCEP values a COV 
of 0.20 was assigned to slip rate uncertainties for general faults.  Estimates for fault length, 
depth, dip uncertainties for NZ faults are few and far between and therefore use was largely 
made of the WGCEP study in assigning values for these uncertainties.  The general 
parameter uncertainties are given in Table 7.  For use in the later Monte Carlo simulations, 
these parameter distributions were truncated at two standard deviations from the mean. 

Note that (truncated) Normal distributions were used for representing uncertainties in 
parameter values (the exception being fault depth which was assigned a uniform 
distribution).  Since there is a paucity of data to even estimate fault-specific uncertainties (i.e. 
COV), then it is not possible to scrutinize appropriate distributions for each parameter 
considered.  Given that the magnitude of uncertainty is likely more important than the 
distribution considered, the normal distribution was adopted as it requires only two 
parameters to be uniquely defined.   
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Table 6 Parameter uncertainties adopted by the Working Group on California Earthquake 
Probabilities (WGCEP 2003). 

 

 
Table 7 General uncertainties assigned to fault parameters where site-specific data is not 
available 

Parameter Uncertainty 

Length of fault plane, L  

Top of rupture extent,  

 

Bottom of rupture extent,   

Fault dip,   

Fault slip rate,   

Coupling coefficient, c.  [interface sources only] 

Magnitude scaling relationship, 
 

Fault type specific [i.e. Equations (3)-(6)] 

* =coefficient of variation, equal to the standard deviation divided by the mean. 
**For a uniform distribution a standard deviation of  refers to maximum and minimum values that are 0.5 
units above and below the mean value. 

3.2.4 Theoretical uncertainty propagation  

While the uncertainties in the fault-based component of the ERF can be considered simply 
by Monte Carlo simulation as described above, significant insight can be gained by 
understanding the theoretical uncertainty propagation. 
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In logarithmic form (all base 10 logs used), the mean annual rate of occurrence (i.e. 
Equation (9)) can be expressed as: 

 (10) 

where from Equations (7) and (8) 

 

 (11) 

hence 

 (12) 

Therefore the uncertainty in the rate of rupture occurrence can be given by (as 
: 

 (13) 

now as  then (assuming  and  are uncorrelated): 

 

 (14) 

and as scaling relations are of the form (in the case of area-based scaling): 

 (15) 

where the value of  and .  Therefore the two relations for the 
uncertainty in characteristic magnitude and recurrence rate are obtained: 

 

 (16) 

These two equations above give the uncertainties in the estimated magnitude and rate of 
occurrence, which are the two primary quantities which influence the seismic hazard posed 
by a characteristic earthquake source. 
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If one then examines the typical magnitudes of the above uncertainties: 

 

 

  

 (interface sources only) 

 

so  

 

Hence  

 

and 

 

 (not interface) 

 (interface) 

Hence it can be seen that the uncertainties considered are significant.  However, it should be 
noted that the above analysis is for the uncertainty of a single fault.  When a total 
exceedance rate is to be calculated, as in a magnitude-frequency plot, or seismic hazard 
calculation, then multiple seismic sources are combined.  In this case, the uncertainty in the 
(logarithm of the) exceedance rate will decrease as the number of sources which contribute 
to the exceedance increases (since epistemic uncertainties in the sources are independent).  
Therefore the uncertainty in the magnitude-frequency rate for a large region will be relatively 
small for small magnitudes (where many source contribute), but larger for larger magnitudes 
(where only a few major faults contribute).  On the other hand, at a single location, where 
few faults significantly contribute to the seismic hazard, then it is likely that all uncertainties 
will be important, and hence are all considered subsequently. 
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4.0 APPLICATION OF METHODOLOGY TO NZ SEISMIC HAZARD 
ANALYSIS 

4.1 Implementation in OpenSHA 

The methodology for consideration of epistemic uncertainties in GMPE and ERF discussed 
in the previous sections was implemented in the open-source seismic hazard analysis 
software OpenSHA (Field et al. 2003).  A key element of the OpenSHA framework is its 
object-oriented nature, enabling a ‘plug-and-play’ environment in which any specific type of 
GMPE or ERF can be handled.  Such an environment is beneficial in this implementation 
due to the nature in which epistemic uncertainties can be considered, as well as the ease at 
which the methodology can be modified in future. 

Another feature of the object-oriented nature of OpenSHA that offers considerable benefit, is 
the partial removal of the problems of GMPE parameter consistency across models, which 
several studies have noted to be a significant cause of uncertainty in hazard calculations 
(e.g. Bommer and Scherbaum (2008) and references therein).  By treating earthquake 
ruptures as objects, GMPEs that use different definitions of magnitude, source-to-site 
distance, and fault mechanism classification can be easily handled.  The only consistency 
consideration which remains are those parameters which relate to the classification of local 
site effects.  This is discussed further in the following section. 

4.2 Case study sites considered 

In order to examine the importance of various epistemic uncertainties in seismic hazard 
analysis we consider two different sites, two different soil classes, and two different intensity 
measures.  Wellington (Lon 174.7772, Lat -41.2889) and Christchurch (Lon 172.6200, Lat -
43.5300) are selected, both because they are NZ’s largest two cities, and conveniently 
because at the 475yr return period, Wellington’s hazard tends to be dominated by fault 
sources, in contrast with Christchurch’s hazard in which the background sources provide a 
significant contribution.  Hazard analyses are performed at these two generic city locations 
for both site class B (weathered rock) and site class D (deep soil) site conditions (see 
NZS1170.5 (2004) for site classification).  These two different site classes are considered to 
examine what additional epistemic uncertainty arises due to the different classification of site 
effects (with, for example, McV06 and Z06 using discrete site classes, while C10 and BA08 
use continuous Vs30, and C10 also uses a basin depth parameter, ).  Finally, hazard 
analyses are performed for both PGA and SA(2.0), in order to understand the magnitude of 
epistemic uncertainties at short and long vibration periods. 

In line with the results of Bradley (2010), who examined the adequacy of the various GMPEs 
for application to NZ, the following parameters were used for site class B and D sites. 

Table 8 Site class compatibility of the various GMPEs 

NZS1170.5 Site 
Class 

McVerry et al 
site class 

Zhao et al site 
class 

Vs30 (m/s)  (m) 

B B Soft rock 760 50 

D D Medium soil 250 500 
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4.3 Uncertainty in Nationwide magnitude-frequency distribution 

4.3.1 Fault model 

Figure 14 illustrates the nationwide magnitude-frequency distributions from fault-source 
seismicity due to the consideration of various parameter uncertainties.  Each of the plots in 
Figure 14 illustrate the nominal distribution (obtained without the consideration of epistemic 
uncertainties), the individual distributions from 50 Monte Carlo simulations (grey lines), as 
well as the mean, 16th and 84th percentiles of the simulated distributions.  Firstly, it can be 
seen that generally the mean distribution and the nominal distribution are relatively similar.  
The main exception of the above comment is for large magnitudes, where the parameter 
uncertainties mean a smoother variation in frequency compared with the ‘step’ changes that 
result in the case of no uncertainties.  Also it is worth recalling that magnitudes for 
subduction interface events were estimated using Strasser et al. (2010), compared with the 
assumed average displacements used by Stirling et al. (2011).  Comparison of the size of 
the uncertainty in the magnitude-frequency distribution due to each parameter uncertainties 
illustrates that magnitude-scaling uncertainties are the most significant, followed by length 
uncertainties. 
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Figure 14 Epistemic uncertainties in the nationwide Magnitude-frequency relationship due to fault-
source seismicity alone due to: (a) fault length uncertainty only; (b) depth of rupture uncertainty only; 
(c) slip rate uncertainty only; and (d) magnitude-scaling relationship uncertainty only. 
 

(b) 

(c) (d) 

(a) 



 

 

GNS Science Consultancy Report 2011/275  38 

 

Figure 15 compares explicitly the magnitude of the uncertainties in the magnitude-frequency 
distribution by plotting the lognormal standard deviation of the exceedance frequency as a 
function of magnitude for various parameter uncertainties.  As mentioned with respect to 
Figure 14, it can be seen that magnitude scaling uncertainty leads to the largest uncertainty, 
followed by fault length uncertainty.  Figure 15b presents the uncertainty in the magnitude-
frequency distribution when multiple uncertainties are considered.  Specifically, all the 
parameter uncertainties related to fault geometry (i.e. fault length, rupture top,  rupture 
depth, fault dip), fault deformation (i.e. slip rate and coupling coefficient (for interface 
sources)) were considered simultaneously.  Figure 15b illustrates that despite grouping the 
uncertainties, magnitude scaling uncertainty remains the dominant uncertainty.  

Note that Mw scaling uncertainty was treated on a fault-by-fault basis through the use of the 
Mw-scaling relationships (Equations (3)-(5)).  Hence this suggests that the approximate 
uncertainty values that are prescribed to the other fault parameters (in the cases where fault-
specific parameter uncertainties were unavailable) do not have a significant effect on the 
magnitude of the total uncertainty (that is, assuming that the fault-specific parameter 
uncertainties are approximately equal to the general values prescribed).  Finally, it is worth 
noting that the results in Figure 15 compare well with the theoretical uncertainty propagation 
presented in the previous section.   
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Figure 15 Lognormal standard deviation in the exceedance rate of various magnitudes due to 
various fault parameter uncertainties: (a) individual parameter uncertainties; and (b) parameter 
uncertainties by group. 

Figure 16 presents the uncertainty in the magnitude-frequency distribution due to the 
consideration of all fault parameter uncertainties.  Similar to the previous figures it can be 
seen that the nominal and mean curves are similar with exceptions at larger magnitudes, 
where the mean frequency if higher for Mw=7.5-7.8 and lower above that, and also for very 
small magnitudes.  Further insight into the size of the epistemic uncertainties can be gained 
by examining the magnitude-frequency relationship in the form of a magnitude – probability 
of exceedance plot using the Poisson assumption, which leads to , 
where  is exceedance frequency and t is exposure time.  An exposure time of 50 years is 
selected as this is a typical design life used in building codes.  Figure 17 illustrates the 50 
year probability of exceedance of various magnitude earthquakes resulting from fault-based 
seismicity.  Firstly, it can be seen that there is essentially a 100% probability of an 
earthquake of magnitude 7 or greater on a mapped fault in NZ in the next 50 years.  A 
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magnitude 7.5 event has a nominal probability of exceedance of 79%, a mean probability of 
84% with a 68% confidence interval (i.e. that between the 16th and 84th percentiles) of 73-
88% (i.e. the 68% CI has a width of 15%).  For a magnitude 8 earthquake the nominal 
probability of exceedance is 35%, while the mean probability is 25% with a 68% CI of 12-
31% (i.e. the width of the 68% CI is 19%).   
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Figure 16 Uncertainty in the nationwide magnitude-frequency distribution due to fault-based 
seismicity due to all fault parameter uncertainties.   
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Figure 17 Probability of exceedance of various magnitude earthquakes, with uncertainty due to 
fault parameter uncertainties. 
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As was previously noted in the theoretical uncertainty propagation section, because fault 
parameter uncertainties are not correlated between different faults, a magnitude frequency 
distribution for all faults has a smaller uncertainty than that for a single fault.  Hence in the 
consideration of seismic hazard at a single site, which will be dominated by only a handful of 
faults, it is likely that the uncertainty will be higher.  This statement is shown to be the case in 
the following section.   

4.4 Uncertainty in seismic hazard for Wellington 

This section examines the epistemic uncertainty in seismic hazard analysis for a generic site 
in downtown Wellington (Lat: -41.2889, Lon: 174.7772) for an exposure time of 50 years.  In 
order to get a general understanding of the magnitude of the epistemic uncertainties due to 
various sources four hazard curves are computed at this site: (a) PGA hazard treating the site 
as class B (rock) conditions; (b) PGA hazard treating the site as class D (soft/deep soil) 
conditions; (c) SA(2.0) hazard site class B; and (d) SA(2.0) hazard site class D.  These four 
conditions allow for the differences in uncertainty due to the different GMPEs, and seismic 
sources in the ERF (because of the different manner in which IM’s scale with site class and 
seismic sources etc.).  For each of these four different scenarios, hazard curves were 
computed and are presented illustrating: (a) epistemic uncertainty in the ERF parameters and 
each of the different active shallow crustal and subduction zone GMPE combinations shown 
in Figure 13; and (b) the mean, median, 5th and 95th percentiles of the seismic hazard.  In 
order to understand the magnitude of the epistemic uncertainties, plots are also shown which 
illustrate the lognormal standard deviation (i.e. dispersion) of the exceedance probability for a 
given IM level, plotted against the mean exceedance probability for that IM level (Bradley 
2009).  The use of the lognormal standard deviation is based on the fact that the epistemic 
uncertainty tends to be well approximated by the lognormal distribution (Bradley 2009), as 
demonstrated in  

Figure 18.  In all of the figures that follow, 50 simulations for each different GMPE 
combination were used to sample the ERF epistemic uncertainties (i.e. Table 5).  The mean, 
5th and 95th percentiles account for the non-uniform weights given to each of the GMPEs. 
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Figure 18 Adequacy of the lognormal distribution for representing the uncertainty in the 
exceedance probability for a given IM value due to fault-source uncertainty. 

Figure 19 illustrates the seismic hazard curves for PGA in Wellington site class B.  In Figure 
19a, individual simulations are shown in grey, with the mean hazard curve accounting for 
ERF uncertainty, but for a single GMPE, shown in coloured lines.  Figure 19b illustrates the 
400 different simulated hazard curves (i.e. 50 simulations x 8 GMPE combinations), and the 
summarised mean, median, 5th and 9th percentiles (the likelihood associated with each 
simulation is 1/50 multiplied by the logic tree weight for the specific GMPE combination given 
in Figure 13).  Figure 20a and Figure 20b illustrate the magnitude of the epistemic 
uncertainty due to “ERF only”, and “ERF and GMPE” uncertainties, respectively.  Firstly, 
examination of Figure 20 illustrates that the epistemic uncertainty generally increases as the 
exceedance probability reduces.  Secondly, as can be seen from Figure 20b and also in 
Figure 19a, the GMPE uncertainty tends to be larger than that due to ERF uncertainty.  The 
effect of which seismic sources contribute most significantly to the seismic hazard can be 
seen by examining the differences in the seismic hazard curves due to different GMPE 
combinations in Figure 19a.  It can be seen that both active shallow crustal and subduction 
zones sources contribute significantly to the hazard (e.g. the difference between Z06/McV06 
and Z06/Z06 illustrates the importance of subduction zone sources and McV06/Z06 and 
BA08/Z06 illustrate the importance of active shallow crustal sources).  This observation is 
consistent with the fact that Wellington is known to be located close to several active shallow 
crustal faults (most notably the Wellington fault), and also the Hikurangi subduction zone 
passes approximately 20km underneath Wellington.  In such high seismic locations it is 
generally found that seismic hazard is dominated by fault-based seismicity (that is, at ground 
motion levels with the potential to cause damage to structures), rather than background 
sources, and therefore the neglect of background seismicity epistemic uncertainties is 
inconsequential for Wellington.  Finally, it can be seen that the magnitude of epistemic 
uncertainties are clearly significant in determining the ground motion hazard level for a given 
exceedance probability or vice versa.  For example, while the mean hazards for the 10% and 
2% exceedance probabilities in 50 years are 0.48g and 0.93g, respectively, the 90% 
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confidence intervals are [0.41g,0.57g] and [0.76,1.19g].  That is, the 90% confidence interval 
for the 10% in 50 year exceedance probability is almost 0.2g, and slightly over 0.4g for the 
2% in 50 year exceedance probability. 

Figure 21-Figure 26 present the remaining three combinations of seismic hazard curves and 
epistemic uncertainty magnitudes for the PGA and SA(2.0) hazard in Wellington for site 
class B and D.  Similar to the previously discussed results for PGA and site class B, it can be 
seen that the uncertainty in the hazard is dominated by GMPE uncertainty and that both 
crustal and subduction zone sources are significant.   

In order to understand the salient differences in epistemic uncertainties for the four different 
cases of PGA and SA(2.0) for site classes B and D, Figure 27 presents, side-by-side, the 
seismic hazard curves illustrating the mean, median, 5th and 95th percentiles for the these 
cases, and Table 9 tabulates the mean, 5th and 95th percentiles of the hazard for the 10% 
and 2% exceedance probabilities in 50 years.  Interesting observations based on Figure 27 
and Table 9 include the fact that the uncertainty in the hazard generally increases as the 
exceedance probability reduces, and in particular that the uncertainty is not systematically 
larger for site class D cases than for site class B cases.  This may be assumed to be the 
case a priori, because of the likely different manner in which GMPEs account for local site 
response, something which should be insignificant for rock (class B) sites, where there is 
essentially no local site effect. 
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Figure 19 Seismic hazard curves for PGA in Wellington site class B: (a) effect of different GMPEs 
and fault-source uncertainty; and (b) mean, median and percentile hazard values. 
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Figure 20 Uncertainty in seismic hazard PGA in Wellington site class B as a function of 
exceedance probability: (a) ERF only; and (b) ERF and GMPE uncertainties. 
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Figure 21 Seismic hazard curves for PGA in Wellington site class D: (a) effect of different GMPEs 
and fault-source uncertainty; and (b) mean, median and percentile hazard values. 
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Figure 22 Uncertainty in seismic hazard PGA in Wellington site class D as a function of 
exceedance probability: (a) ERF only; and (b) ERF and GMPE uncertainties. 
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Figure 23 Seismic hazard curves for SA(2.0) in Wellington site class B: (a) effect of different 
GMPEs and fault-source uncertainty; and (b) mean, median and percentile hazard values. 
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Figure 24 Uncertainty in seismic hazard SA(2.0) in Wellington site class B as a function of 
exceedance probability: (a) ERF only; and (b) ERF and GMPE uncertainties. 
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Figure 25 Seismic hazard curves for SA(2.0) in Wellington site class D: (a) effect of different 
GMPEs and fault-source uncertainty; and (b) mean, median and percentile hazard values. 

10-3 10-2 10-1 1000

0.05

0.1

0.15

0.2

50 year exceedance probability

S
ta

nd
ar

d 
de

vi
at

io
n 

of
 ln

P

 

 

C10/Z06
C10/McV06
McV06/McV06
Z06/McV06
Z06/Z06
McV06/Z06
BA08/Z06
BA08/McV06

Wellington
Site Class D
SA(2.0)

10-2 10-1 100

0.1

0.2

0.3

0.4

0.5

0.6

50 year exceedance probability

S
ta

nd
ar

d 
de

vi
at

io
n 

of
 ln

P

Wellington
Site Class D
SA(2.0)

Uncertainty in both 
ERF and GMPE

Uncertainties in
ERF only

Figure 26 Uncertainty in seismic hazard SA(2.0) in Wellington site class D as a function of 
exceedance probability: (a) ERF only; and (b) ERF and GMPE uncertainties. 
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Figure 27 Comparison of the seismic hazard curves for Wellington: (a) PGA and site class B; (b) 
PGA and site class D; (c) SA(2.0) and site class B; and (d) SA(2.0) and site class D. 

Table 9 Summary of mean, 5th and 9th percentile hazard values for 10% and 2% exceedance 
probabilities in 50 years in Wellington. 

 PE = 10% in 50 years PE = 2% in 50 years 

IM Site Class Mean [5%,95%] Mean [5%,95%] 

PGA 
Rock, B 0.48 [0.41,0.57] 0.93 [0.76,1.19] 

Soft/deep soil, D 0.53 [0.44,0.72] 1.01 [0.72,1.50] 

SA(2.0) 
Rock, B 0.21 [0.16,0.26] 0.47 [0.39,0.63] 

Soft/deep soil, D 0.41 [0.35,0.47] 0.92 [0.78,1.11] 

4.5 Uncertainty in seismic hazard for Christchurch 

This section examines the epistemic uncertainty in seismic hazard analysis for a generic site 
in central Christchurch (Lat: -43.5300, Lon: 172.6203).  Similar to the analyses presented for 
Wellington in the previous section, four different cases are considered here for PGA and 
Sa(2.0) on site class B and D conditions. 

(a) 

(d) (c) 

(b) 
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Figure 28-Figure 35 illustrate the four combinations of seismic hazard curves and epistemic 
uncertainty magnitudes for the PGA and SA(2.0) hazard in Christchurch for site class B and 
D.  It is noted that as Christchurch is subject to negligible seismic hazard caused by 
subduction zone sources (which was explicitly checked to be the case).  Hence, only the 
results for the four different crustal GMPEs are shown in these figures.  An obvious 
observation to note in these figures is the reduction in the seismic hazard uncertainty due to 
ERF uncertainty relative to that observed for Wellington (i.e. Figure 28c vs. Figure 20c).  
This observation can be explained based on two causes.  Firstly, unlike Wellington, which is 
a high seismic region dominated by only a hand full of fault-based seismic sources, 
Christchurch is a region of relatively lower seismicity, and its seismic hazard is contributed to 
significantly by both fault-based and background seismicity (discussed further in the 
following section).  As no epistemic uncertainties were considered in the background 
seismicity model then there is consequently less uncertainty in the total seismic hazard due 
to both fault and background seismicity.  The second reason for the reduction in ERF 
uncertainty for Christchurch is a result of the fact that there are numerous fault-based 
sources which significantly contribute to the seismic hazard.  As was previously noted with 
respect to the uncertainty in the nationwide magnitude frequency distribution, because fault 
source uncertainty is not correlated between different faults, a larger number of fault sources 
which provide a substantial contribution to the seismic hazard will consequently lead to a 
reduction in the magnitude of the epistemic uncertainty in the seismic hazard.  The effect of 
removing the background sources for Christchurch seismic hazard is explored in the 
following section. 

Figure 36 presents, side-by-side, the seismic hazard curves illustrating the mean, median, 
5th and 95th percentiles for the these aforementioned cases examined, and  

Table 10 provides the mean, 5th and 95th percentiles of the hazard for the 10% and 2% 
exceedance probabilities in 50 years.  With the above comments in mind, it can be seen that 
the epistemic uncertainty in the seismic hazard is completely dominated by the GMPE 
uncertainty.  Furthermore, the size of this uncertainty is large as demonstrated by  

Table 10.  For example, for site class D (the predominant site class in Christchurch basin 
region), the mean Sa(2.0) hazard for the 10% and 2% exceedance probabilities are 0.16g 
and 0.28g respectively.  However, the 90% confidence interval ranges on these mean values 
are [0.11g,0.21g] and [0.21g,0.35g], respectively.  That is, the range of the 90% confidence 
interval is 0.1g and 0.14g for these two exceedance probabilities, respectively. 

Other observations from Figure 36 include the fact that, similar to the results for Wellington, 
the magnitude of the uncertainty is not systematically higher for site class D sites (with PGA 
on site class D in fact having the lowest, and SA(2.0) site class B having the highest 
uncertainty of the four cases considered). 
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Figure 28 Seismic hazard curves for PGA in Christchurch site class B: (a) effect of different GMPEs 
and fault-source uncertainty; and (b) mean, median and percentile hazard values. 
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Figure 29 Uncertainty in seismic hazard PGA in Christchurch site class B as a function of 
exceedance probability: (a) ERF only; and (b) ERF and GMPE uncertainties. 
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Figure 30 Seismic hazard curves for PGA in Christchurch site class D: (a) effect of different GMPEs 
and fault-source uncertainty; and (b) mean, median and percentile hazard values. 
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Figure 31 Uncertainty in seismic hazard PGA in Christchurch site class D as a function of 
exceedance probability: (a) ERF only; and (b) ERF and GMPE uncertainties. 
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Figure 32 Seismic hazard curves for SA(2.0) in Christchurch site class B: (a) effect of different 
GMPEs and fault-source uncertainty; and (b) mean, median and percentile hazard values. 
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Figure 33 Uncertainty in seismic hazard SA(2.0) in Christchurch site class B as a function of 
exceedance probability: (a) ERF only; and (b) ERF and GMPE uncertainties. 
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Figure 34 Seismic hazard curves for SA(2.0) in Christchurch site class D: (a) effect of different 
GMPEs and fault-source uncertainty; and (b) mean, median and percentile hazard values. 
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Figure 35 Uncertainty in seismic hazard SA(2.0) in Christchurch site class D as a function of 
exceedance probability: (a) ERF only; and (b) ERF and GMPE uncertainties. 
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Figure 36 Comparison of the seismic hazard curves for Christchurch: (a) PGA and site class B; (b) 
PGA and site class D; (c) SA(2.0) and site class B; and (d) SA(2.0) and site class D. 

 

Table 10 Summary of mean, 5th and 9th percentile hazard values for 10% and 2% exceedance 
probabilities in 50 years in Christchurch. 

 PE = 10% in 50 years PE = 2% in 50 years 

IM Site Class Mean [5%,95%] Mean [5%,95%] 

PGA 
Rock, B 0.16 [0.12,0.21] 0.29 [0.22,0.35] 

Soft/deep soil, D 0.22 [0.20,0.24] 0.36 [0.32,0.41] 

SA(2.0) 
Rock, B 0.07 [0.05,0.11] 0.13 [0.09,0.19] 

Soft/deep soil, D 0.16 [0.11,0.21] 0.28 [0.21,0.35] 

 

(a) 

(b) (c) 
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4.6 Christchurch hazard with the removal of background seismicity 

As was previously mentioned, the seismic hazard in Christchurch differs from that in 
Wellington, in that both fault and background seismicity sources contribute significantly to 
the seismic hazard, and that the fault contribution is comprised of numerous faults, as 
depicted in  

Figure 37.  In order to convey the impact of background seismicity on the seismic hazard 
results for Christchurch, including epistemic uncertainty magnitude, an analysis was 
performed considering only fault-based seismicity sources for PGA and site class D.   

 
Figure 37 Seismic hazard deaggregation for Christchurch (site class D) for 2% in 50 year 
exceedance probability: (a) PGA; and (b) SA(2.0) considering both fault and background seismicity 
sources. 

Figure 38 compares the seismic hazard computed with and without the consideration of 
background seismicity sources.  Similar to previous figures, in Figure 38 individual 
simulations are shown in grey, with the mean hazard curve accounting for ERF uncertainty, 
but for a single GMPE, shown in coloured lines.  Firstly, it can be seen that the background 
sources are significant, with the 10% in 50 year exceedance probability being approximately 
0.2-0.25g when background sources are considered (i.e. Figure 38a) and 0.12-0.2g when 
background sources are neglected (i.e. Figure 38b).  Secondly, it can be seen in Figure 38 
that even in the ‘fault only’ case, the ERF component of the total epistemic uncertainty is 
insignificant compared with the GMPE uncertainty (i.e. the variation in the seismic hazard 
considering ERF uncertainty, but only a single GMPE is relatively small).  Finally, and most 
importantly, it can be seen that the McV06 model provides the largest seismic hazard for 
exceedance probabilities greater than 10% in 50 years when background sources are 
considered, but the second smallest seismic hazard when background sources are 
neglected.  This occurs because the McV06 model was shown to significantly over-predict 
the ground motions produced by small magnitude (  events, particularly as the 
source-to-site distance increases (i.e. Figure 2a and Figure 2b). 

(a) (b) 
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Figure 38 Comparison of seismic hazard curves (including epistemic uncertainties) computed 
considering: (a) both fault and background seismicity; and (b) only fault-based seismicity. 

4.7 Comparison of uncertainties in seismic hazard for Wellington and 
Christchurch 

Table 11 provides a broad comparison of the magnitude of epistemic uncertainties for the 
eight different seismic hazard analysis cases considered.  The magnitude is quantified as 
the ratio of the difference between the 95% and 5% values divided by the mean hazard 
value.  As previously discussed in specific cases, this table illustrates that: (i) the magnitude 
of the uncertainties are significant, and that the uncertainties are a similar order of 
magnitude for both Wellington and Christchurch; (ii) the uncertainty is not systematically 
higher for site class D sites compared with site class B sites; (iii) broadly speaking, the 
largest uncertainty was for SA(2.0) in Christchurch. 

Table 11 Ratio of the difference between the 95% and 5% percentiles divided by the mean hazard 
in Wellington and Christchurch indicating the significance of epistemic uncertainties. 

 
Ratio = [95%-5%]/Mean 

Wellington Christchurch 

IM Site Class 10% PE 2% PE 10% PE 2% PE 

PGA 
Rock, B 0.33 0.46 0.49 0.46 

Soft/deep soil, D 0.53 0.77 0.20 0.25 

SA(2.0) 
Rock, B 0.44 0.53 0.85 0.75 

Soft/deep soil, D 0.28 0.36 0.63 0.53 

 

(a) (b) 
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4.8 Comparison of preferred hazard with hazard with explicit epistemic 
uncertainties 

The consideration of epistemic uncertainties allows one to understand the impact of certain 
assumptions on the outcomes of a seismic hazard analysis.  The previous sections of this 
report have demonstrated that in the current methodological framework, GMPE epistemic 
uncertainty is the largest source of uncertainty on PSHA results.  Therefore, it is insightful to 
scrutinize how the present NZ seismic hazard analyses using the McV06 model compare 
with the results presented here (considering multiple GMPEs).  Figure 39 compares the 
previously presented seismic hazard analyses with epistemic uncertainties, with the single 
hazard curve that is obtained using the conventional NZ PSHA methodology (that is, 
neglecting epistemic uncertainties in ERF parameters, and using the McV06 GMPE).  This is 
referred to as the “NSHM Hazard” in Figure 39.  It can be seen that for the PGA hazard in 
Wellington (for both site class B and D), that the NSHM hazard is approximately equal to the 
5% fractile of the hazard analysis considering epistemic uncertainties for the 10% and 2% in 
50 year exceedance probabilities.  For the SA(2.0) hazard in Wellington (for both site class B 
and D) the preferred hazard is approximately the 95% fractile for the 10% in 50 year 
exceedance probability, but the 5% fractile for the 2% in 50 year exceedance probability.  
For Christchurch, with the exception of PGA on site class D, it can be seen that the preferred 
hazard is approximately equal to the 95% fractile of the hazard considering epistemic 
uncertainties.  As previously discussed, GMPE uncertainty produces the largest variation in 
the considered seismic hazard analyses, and hence the observations of the NSHM hazard 
as compared with the mean, 5th and 95th percentiles from the seismic hazard considering 
epistemic uncertainties largely result from the use of only the McV06 GMPE in the NSHM 
hazard calculations. 
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Figure 39 Comparison of the preferred hazard (i.e. the McV06 GMPE and ERF without epistemic 
uncertainties) with the epistemic uncertainty explicit hazard computed in this study. 

10-2 10-1 10010-3

10-2

10-1

100

Peak Ground Acceleration, PGA (g)

50
 y

ea
r e

xc
ee

da
nc

e 
pr

ob
ab

ilit
y Wellington

Site Class B

5%, 95% confidence
bounds

Median Hazard

Mean Hazard

NSHM Hazard

(a) 

(d) (c) 

(b) 

(h) 

(e) 

(g) 

(f) 



 

 

GNS Science Consultancy Report 2011/275  58 

 

4.9 Comparison of epistemic uncertainty magnitude for NZ with that of 
the San Francisco Bay Area, USA 

One of the fundamental difficulties with assessing epistemic uncertainties in seismic hazard 
analyses is that while the ultimate aim is to represent the uncertainty in the seismic hazard 
estimate, most often the consideration of epistemic uncertainties simply reflects the range of 
scientific models available (Abrahamson 2006).  A consequence of this is that using 
available models for a site with little or no data will indicate smaller epistemic uncertainty 
compared with a well-studied site with many available models, when clearly the poorly 
studied site will have a larger epistemic uncertainty.  Along this line of thought, Bradley 
(2009) examined the magnitude of epistemic uncertainty in PSHA conducted for the San 
Francisco Bay Area (SFBA), using the ERF developed by the Working Group on California 
Earthquake Probabilities (WGCEP 2003) which extensively considered epistemic 
uncertainties, and for which a range of four different, western USA-specific GMPEs, are 
available.  Hence, it is insightful to compare the magnitude of epistemic uncertainty from 
Bradley (2009) with those obtained in this study. 

Figure 40a and Figure 40b illustrate the magnitude of the epistemic uncertainties obtained in 
this study in comparison with the bounds that were obtained by Bradley (2009) in the SFBA 
due to ERF uncertainty only and ERF and GMPE uncertainty, respectively.  As previously 
discussed, it can be seen that ERF uncertainty for the four cases considered in Christchurch 
is less than that in Wellington, and both are less than those obtained for the SFBA.  With 
respect to the total seismic hazard uncertainty (i.e. due to both ERF and GMPE uncertainty) 
it can be seen that the results obtained in this study are similar to those for the SFBA using 
the Next Generation Attenuation (NGA) Relations (namely Chiou and Youngs (2008), Boore 
and Atkinson (2008), and Campbell and Bozorgnia (2008)), but less than that obtained for 
the SFBA using the ‘older’ 1997-version GMPEs (namely Boore et al. (1997), Abrahamson 
and Silva (1997), Campbell and Bozorgnia (1997), and Sadigh et al. (1997)).   

In order to reconcile the differences between the magnitude of the ERF uncertainties 
observed in this study and those obtained from SFBA it is necessary to consider firstly the 
ERF-uncertainties that WGCEP03 accounted for, which were (Bradley 2009, WGCEP 2003): 
(i) time dependence of characteristic ruptures; (ii) uncertainty in Mw-geometry scaling 
relationships; (iii) fault segmentation endpoints; (iv) seismogenic thickness; (v) slip rate; (vi) 
frequency of multi-segment ruptures; (vii) anelastic slip; and (ix) magnitude frequency 
distribution (i.e. either characteristic or Gutenberg-Richter).  Thus, with respect to the 
present study, it can be stated that uncertainties (ii), (iii), (iv), (v), and (vii) noted above were 
considered, however uncertainties (i) Time dependence; (vi) multi-segment ruptures; and (ix) 
Characteristic vs. Gutenberg Richter uncertainties were not considered.  The NZ ERF 
methodology (Stirling et al. 2011) is a time-independent ERF (with the exception of the 
Wellington, Wairarapa and Ohariu faults which are given time independent rates that are 
equivalent to their conditional probabilities over 50 years), with implementation of the 
Characteristic rupture hypothesis (i.e. without considering multi-segment ruptures, or 
Characteristic vs. Gutenberg-Richter magnitude-frequency distributions).  One exception of 
the above statement is the treatment of subduction zone sources, in which two scenarios are 
considered based on the unknown seismogenic potential of some areas of this interface 
source (Stirling et al. 2011).  Field (2007) noted that of all of the uncertainties considered in 
the WGCEP03 forecast it was the assumption of which time-dependent model to use which 
lead to the largest uncertainty.  Hence, given the omission of time-dependent models in the 
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NZ ERF, as well as the other omitted uncertainties noted above, it is logical to see the 
reason for the under-estimation of ERF uncertainty observed in the present student relative 
to the WGCEP03 ERF.   

Figure 40b illustrated that despite the lower epistemic uncertainty in the NZ ERF compared 
with that of the WGCEP03 ERF, that the total epistemic uncertainty (due to both ERF and 
GMPE uncertainty) was similar to that obtained for the SFBA using the NGA GMPEs.  
Hence it can be roughly stated that the GMPE uncertainty for NZ PSHA presented in this 
study is larger than that which exists for the SFBA using the NGA GMPEs, but likely still less 
than that using the ‘old 1997’ version GMPEs.  Again, this result agrees with intuition given 
that the NGA GMPEs were developed specifically for the western US, while for NZ only the 
McV06 GMPE (based on pre-1995 data) is NZ-specific and the remaining model are foreign.   
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Figure 40 Comparison of the magnitude of epistemic uncertainty in seismic hazard (dispersion) as 
a function of exceedance probability for Wellington and Christchurch compared with that of the San 
Francisco Bay Area from the PSHA conducted by Bradley (2009): (a) uncertainties due to ERF 
uncertainties only; and (b) uncertainty due to both ERF and GMPE uncertainty. 

(a) 

(b) 
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5.0 LIMITATIONS OF PRESENT STUDY AND RECOMMENDATIONS FOR 
FUTURE WORK 

5.1 Ground motion prediction equations 

The consideration of various GMPEs for each of the three tectonic types of earthquakes that 
NZ is exposed to via logic trees is consistent with the state-of-practice in PSHA.  However, 
there are some potential problems with the fundamentals of the logic tree framework as 
applied to PSHA, namely the assumptions that the various GMPEs considered are mutually 
exclusive and collectively exhaustive (Abrahamson and Bommer 2005, Bommer et al. 2005, 
McGuire et al. 2005, Musson 2005).  As a result, these two conditions are more likely to be 
fulfilled if each individual model is assigned its own epistemic uncertainty, due to, among 
others, finite data, and functional form.  Therefore the consideration of model-specific 
epistemic uncertainty should be considered in future empirical GMPEs. 

Because of the timing at which the ground motion assessment was conducted as part of this 
study (April – July 2010) it was not possible to incorporate the recent earthquakes and 
aftershocks in the Christchurch region.  These events, as well as a more comprehensive 
cataloguing of their resulting ground motions and metadata are presently being compiled 
and will be used in other projects by the authors to further improving the understanding of 
ground motions in NZ.  A key consideration will be the development of (multiple) NZ-specific 
ground motion prediction equations.  This is particularly imperative in light of the outcomes of 
this study which illustrate that a great reduction in NZ PSHA uncertainty can be achieved by 
developing more robust NZ-specific GMPEs.   

Historically GMPEs have been entirely based on empirical considerations.  However, in the 
past decade it is has become widely accepted that the most damaging ground motions (i.e. 
those produced by large magnitude near source events) are poorly represented in empirical 
ground motion databases, something which is unlikely to change drastically in the near 
future.  As a result, future empirical GMPEs will benefit greatly from the consideration of 
results from physics-based rupture, wave propagation, and site-response simulations.  At the 
same time, functional forms of empirical models should not become overly complex with too 
many parameters which cannot be easily obtained for individual PSHA applications. 

5.2 Earthquake rupture forecast 

In this study epistemic uncertainties were considered in the fault-based component of the 
earthquake rupture forecast.  However, as mentioned in comparison with the WGCEP03 
ERF for the SFBA, not all epistemic uncertainties in the fault-based ERF were considered.  
Furthermore, for the majority of faults, the magnitudes of the epistemic uncertainties 
considered were assigned based on judgement as fault-specific estimates were not 
available.  Finally, epistemic uncertainties were not considered in the parameters (including 
their spatially correlation) which define the Gutenberg-Richter distribution for the background 
seismicity sources. 

Therefore firstly, maintenance of the fault-database which is used to develop the fault-based 
component of the NZ ERF should devote further attention to the cataloguing of epistemic 
uncertainties.  Such epistemic uncertainties should be catalogued for raw (i.e. measured) 
data directly (i.e. slip rates, fault geometry, timing of past events etc.), and not for interpreted 
data (e.g. fault length, which depends on inferred segment endpoints; or the distribution of 
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time dependence which depends of event timings).  Secondly, this study focused on the 
uncertainties of the parameters of the fault-based component of the ERF, but not on the ERF 
methodology itself.  Field (2007) noted that the level of complexity in treating time 
dependence in the WGCEP03 model was inconsistent with other fundamental assumptions 
such as fault segmentation.  A data-driven methodology, with fewer ideologically-driven 
assumptions is required for future fault-based seismicity models.  One approach which 
shows promise along these lines is that recently proposed by Field and Page (2011).  While 
this methodology is presently still under development (particularly in its application to vast 
fault systems), it should be thoroughly considered (along with other viable models) for the 
subsequent NZ ERF development in the next decade. 

The implications for seismic hazard of parameter uncertainty and model uncertainty for 
background seismicity were not considered in this study.  Such development should be 
conducted in parallel with fault-based methodologies.  In particular, the consideration of 
time-dependence in background seismicity; assignment of historical seismicity to fault or 
background sources; and treatment of background sources as finite faults rather than point 
sources, are all key issues. 

6.0 CONCLUSIONS 

This study presented the results of considering epistemic uncertainties in probabilistic 
seismic hazard analyses for locations in New Zealand.  The methodology accounted for the 
uncertainties in the characteristic rupture magnitude and recurrence rate of the fault-based 
component of the seismicity, but uncertainties in background seismicity were not considered.  
Uncertainties were also accounted for in ground motion prediction via the use of multiple 
ground motion prediction equations in a logic tree.   

The hierarchy of ground motion prediction equations was developed based on examination 
of the bias in various NZ and foreign models using a dataset of observed ground motions in 
New Zealand. 

Due to the present lack of fault-specific data quantifying uncertainties for the majority of 
faults in NZ, representative values based on judgement and a limited number of NZ and 
foreign fault-specific data available were utilized where required. 

Probabilistic seismic hazard analyses were conducted for two vibration periods of spectral 
acceleration for site class B (rock) and D (soft/deep soil) conditions in Wellington and 
Christchurch.  The obtained results illustrated that uncertainties in ground motion prediction 
result in the largest variation in PSHA results.  Of the earthquake rupture forecast 
uncertainties considered, that due to the magnitude-geometry scaling relationships was the 
most significant, followed by rupture length.   
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