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EXECUTIVE SUMMARY

In this report, a set of ground motion prediction equations (GMPEs) were developed for
subduction zones, based on strong-motion data from Japan. GMPEs are a critical part of
both probabilistic seismic hazard analyses (e.g., to determine the earthquake design loads
for engineering structures, such as hydro-power stations), and earthquake loss modelling.
The ground-motion parameters used in the this study are the peak ground acceleration and
the 5% damped acceleration response spectrum.

A GMPE is an empirical model derived from strong-ground motion records that are obtained
from earthquakes with a moment magnitude about 5.0 or larger and at stations within a
distance to the hypocentre or to the fault rupture plane less than 200-300km. As for all
empirical models, natural variability dictates that a large number of strong-motion records
should be used. For engineering design purposes ground-motions at distances over 150km
are not as important as those from shorter distances. However, the number of records for a
given moderately large earthquake increases with increasing distance, and the distant
records are important for deriving parameters that represent site effects and parameters that
control the attenuation of the ground-motion with distance. We used records up to a
maximum distance about 130km for a magnitude 5 earthquake and up to 300km for
magnitude 7 or larger events.

Earthquake ground motions at a soil site can be larger than those at a nearby rock site
subjected to moderate ground shaking, and this is usually referred to as site amplification.
This part of the GMPE has to be modelled appropriately, and requires detailed site
information, such as the site class based on measured soil material properties, site period or
shear-wave velocity profiles down to bedrock. Unfortunately, these high-quality site
parameters are very currently limited in many countries, such as New Zealand.

The modelling of ground motions in an area with a subduction tectonic setting, such as in
New Zealand and Japan, is more complex than that in an area which has essentially shallow
crustal earthquakes only, such as in the California, the United States. The material properties
of the crust usually differ significantly from those of the upper mantle, the mantle wedge and
the subducting plate. The material properties close to the subducting interface, either
between the crust and the subducting slab, or between the mantle wedge and the subducting
plate differ from those of the subducting slab down to a depth about 50km. Thus the ground
motions from earthquakes in different tectonic locations often have very different
characteristics and require different GMPEs.

Japan has a large database of strong-motion records, has high-quality site information for a
large number of recording stations, and has a reasonably reliable geometric model of the
subducting plate, all of which are essential for developing a set of reliable GMPEs. Also
Japan is also the only country in the world that has a large number of strong-motion records
and that has a tectonic setting similar to that of New Zealand. We have assembled nearly
15,000 strong-motion records from earthquakes with moment magnitudes of 5.0 or larger,
which this study aims to develop a set of GMPEs that may be suitable for many subduction
zones around the globe. The GMPEs will be optimised for New Zealand data in a future
study.

The first step in developing GMPEs from records in Japan or other subduction zones is to
classify the earthquakes according to their tectonic locations. We compared the earthquake
information, including moment magnitude, focal mechanism and hypocentral location,
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derived from three organizations, and designed four classification schemes. Next, we
developed a set of statistically optimized GMPEs (without a requirement of having a broadly
smoothed spectrum across the site period of 0.0-5.0s) using records from each scheme and
then we compared the goodness-of-fit between the four models. We successfully derived the
best possible tectonic category for 331 earthquakes.

Soil sites usually develop nonlinear response during strong ground shaking. The nonlinear
response reduces the amplification of soil sites and sometime leads to deamplification, i.e.,
the ground motion at a soil site being less than that at a nearby rock site. For engineering
applications, the effect of nonlinear soil response is important. However, the nonlinear terms
cannot be derived from the existing strong-motion records from Japan, and so we used
numerical modelling of soil sites based on the measured site parameters of a number of
selected Kik-net stations. We derived the terms that control the nonlinear site effects by
numerical modelling and we adjusted the weak-motion amplification terms from the
numerical modelling by applying amplification ratios derived from the strong-motion records.

Next we divided the strong-motion records into three groups according to the earthquake
categories and developed a GMPE for each group. These GMPEs share most parameters
for the nonlinear soil response part. We attempted to use relatively simple functions for the
attenuation effect, and we also modelled the effect of volcanic paths over which the strong-
ground motion is further attenuated by the rock magma underneath the volcanoes. An
important feature of the GMPEs is that the increase in the ground motion with increasing
earthquake magnitude over 7.1 is much smaller than that from events with smaller
magnitudes. This feature reduced the extent of over-predicting the response spectrum from
large earthquakes, such as the M,;=9 2011 Tohoku earthquake in Japan. For large crustal
earthquakes, we used world-wide records to constrain the extent of increase in response
spectrum with increasing magnitude.

We carried out extensive statistical tests to evaluate whether the site terms and model
prediction uncertainty from the three sets of models were statistically similar. We also
approximately separated the uncertainty associated with site effects from that associated
with attenuation. These separated uncertainties can be used in probabilistic seismic analyses
for different earthquake categories and different site classes.

In our study, the measured site parameters proved to be important and the overall variability
as well as the average predicted spectrum are improved by excluding the records from sites
with inferred site conditions. This demonstrated that the measured site information is critically
important. For Geonet, the strong-motion recording network in New Zealand, the measured
site conditions are still rare outside of Christchurch city.

For developing “next generation attenuation models” for New Zealand, where there are far
fewer high-quality strong-motion records than in Japan, the present study may provide some
useful clues, lessons and insight on the different geometry of the subducting interface and
the different relative positions of the strong-motion recording stations with respect to the
subducting plate or subduction trench. Some of the features from the present study can be
adopted directly while the other features can be adopted with appropriate modifications.

This report contains three sections, with each section having its own abstract, introduction
etc. and conclusions. This format leads to some repetition of material, but has the advantage
that each part is almost completely self-contained, and so readers who are interested in a
particular section do not have to read the whole report.
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TECHNICAL ABSTRACT

Establishing a set of ground-motion prediction equations (GMPEs) for Japan requires
earthquake source categories in the dataset. Earthquakes are typically divided into three
groups: shallow crustal events that occur in the Earth’'s crust, subduction interface events
that occur at the interface between the crust or mantle and the subducting plate, and the
subduction slab events that occur in the subducting plate. In the present study, we compared
the hypocentral locations published in the catalogues of the International Seismological
Centre (ISC-EHB), the Japan Meteorological Agency (JMA) and the National Earthquake
Information Centre (NEIC). The hypocentral locations for the same earthquakes vary
significantly from one catalogue to another. We used the subduction interface model from the
US Geological Survey, Slab 1.0, to help guide the classification. We designed four
classification schemes using locations from these three catalogues. We then fitted a random
effects model to the strong-motion dataset from these earthquakes to assess the merits of
the classification schemes. Our results showed that using ISC-EHB locations for events
before 2005, and then using the preference order of catalogues as: 1) JMA locations with
high precision levels, 2) ISC-EHB, and 3) NEIC (excluding the events with a fixed depth) for
events since 2005, together with some conditions for subduction interface events, produced
the best GMPEs in terms of the maximum log-likelihood. We also found that having a
separate group for the earthquakes above the subduction interface, but with a depth over
25km, improved the goodness-of-fit of the GMPEs.

Nonlinear site models are an important part of ground-motion prediction equations (GMPEs)
and can be constructed in a number of ways. If a numerous soil site strong-motion records
contain the effect of strong nonlinear soil response, the parameters for the nonlinear model
can be a part of the regression parameters for GMPEs. However, the number of strong-
motion records from Japan that contain the effect of strong nonlinear soil response is still too
small to derive nonlinear site terms. It is also possible to derive nonlinear site models by
numerical simulation. We present a model of nonlinear site terms using site class as the site
parameter in GMPEs based on a 1-D equivalent linear model. The 1-D model was
constructed based on the shear-wave velocity profiles from the Kik-net strong-motion
stations with a wide range of site periods, soil depth and impedance ratios. The rock site
strong-motion records were from different earthquake categories in Japan and the PEER
dataset. Those records had a wide range of earthquake magnitudes, source distances and
peak ground accelerations. A random effects regression model was fitted to the calculated
spectral amplification ratios accounting for the effect of site impedance ratios, earthquake
magnitudes and source distances of the rock site records. We also designed a method to
adjust the 1-D model so that it can be used in a GMPE accounting for the fact that a 1-D
model is an overly simplistic assumption for many real strong-motion recording stations in
many parts of the world.

Ground motion prediction equations (GMPEs) derived from strong-motion records in Japan
are presented. We assembled a large dataset from earthquakes with a moment magnitude
(My) over 4.9 and a reliable earthquake category, up to the end of 2012. The earthquakes
were divided into four tectonic categories: shallow crustal, upper mantle, subduction interface
and subduction slab events. The shallow crustal and the upper mantle (SC-UM) events were
combined as one group, and a set of three GMPEs were derived for the SC-UM, subduction
interface and subduction slab events, respectively.
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The GMPEs were based on a set of simple geometric attenuation functions. A linear
magnitude scaling was adopted for large earthquakes with My, = 7.1, with the scaling rates
for large events being much smaller than those for the smaller events. A magnitude squared
term was used for subduction slab events with My, < 7.1. The models included nonlinear site
terms, most of which did not vary from one model to another. The site terms were site
classes based on site period.

We modelled the effect of volcanic zones by using an anelastic attenuation coefficient
applied to a horizontal portion of the seismic wave travel distance (along a straight line
between the closest point of a fault plane and a recording station) within volcanic zones. The
attenuation rates through the volcanic zone differed significantly from one GMPE model to
another.

Most strong-motion records in the dataset used in the present study are from stations with a
measured shear-wave profile down to bedrock. A small number of strong-motion records are
from strong-motion stations with inferred site classes using H/V response spectral ratio or
geological description of the surface soil layers. We tested the effect of site information
quality, by examining the results from a dataset containing the strong-motion records from
sites with an inferred site class and the results from a dataset without these records. The site
information quality made a significant difference for nearly all spectral periods of the three
models, i.e., the model fit improved significantly when the sites with inferred site classes
were excluded.

The within-event residuals were separated into within-site and between-site approximately
and the corresponding standard deviations were calculated using a random effects model
with all model coefficients presented in this manuscript. The separation of within-event
residuals into within-site and between-site components allows for a possibility of adopting
different standard deviations for different types of earthquakes and for different site classes
in a probabilistic seismic hazard analysis if desired.

Extensive statistical tests were performed for the linear site terms, within-event and between-
event residuals, and within-site and between-site residuals to examine if these terms from
the three different models differed statistically and if the standard deviations for the models
differed significantly. The site terms from the three models were essentially statistically
similar for many spectral periods among the three GMPEs, except that the site terms for
some soft soil sites differed statistically between SC-UM and subduction slab models. Among
the three models, the between-event standard deviations of the residuals did not differ
statistically at any spectral period, whereas within-event standard deviations differed
statistically at some spectral periods. The within-site and between-site standard deviations
from the three models also differed statistically at some spectral periods.
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1.0 AN EARTHQUAKE CLASSIFICATION SCHEME FOR GROUND-MOTION
PREDICTION EQUATIONS IN JAPAN

11 ABSTRACT

Establishing a set of ground-motion prediction equations (GMPEs) for Japan requires
earthquake source categories in the dataset. Earthquakes are typically divided into three
groups: shallow crustal events that occur in the Earth’s crust, subduction interface events
that occur at the interface between the crust or mantle and the subducting plate, and the
subduction slab events that occur in the subducting plate. In the present study, we compared
the hypocentral locations published in the catalogues of the International Seismological
Centre (ISC-EHB), the Japan Meteorological Agency (JMA) and the National Earthquake
Information Centre (NEIC). The hypocentral locations for the same earthquakes vary
significantly from one catalogue to another. We used the subduction interface model from the
US Geological Survey, Slab 1.0, to help guide the classification. We designed four
classification schemes using locations from these three catalogues. We then fitted a random
effects model to the strong-motion dataset from these earthquakes to assess the merits of
the classification schemes. Our results showed that using ISC-EHB locations for events
before 2005, and then using the preference order of catalogues as: 1) JMA locations with
high precision levels, 2) ISC-EHB, and 3) NEIC (excluding the events with a fixed depth) for
events since 2005, together with some conditions for subduction interface events, produced
the best GMPEs in terms of the maximum log-likelihood. We also found that having a
separate group for the earthquakes above the subduction interface, but with a depth over
25km, improved the goodness-of-fit of the GMPEs.

1.2 INTRODUCTION

Ground-motion prediction equations (GMPEs) are one of the most important components of
a probabilistic seismic hazard analysis. GMPEs are also used in estimating the response
spectrum at the location of an engineering structure, given an earthquake magnitude, source
distance and site conditions. Many models have been developed recently, such as the Next
Generation Attenuation models (NGAs) by Abrahamson and Silva (2008), Campbell and
Bozorgnia (2008), and Chiou and Youngs (2008). Apart from earthquake magnitude, two
other important earthquake source parameters are contained in typical GMPEs for Japan
and other subduction zones around the globe: focal depth and tectonic category, namely
shallow crustal events (with a focal depth of 25km or less), subduction interface events with a
focal depth of 50km or less, and subduction slab events that occur within the subduction slab
(Zhao et al. 2006a, McVerry et al. 2006). Zhao et al. (2006a) and Youngs et al. (1997) show
that the response spectra from earthquakes in different tectonic categories vary significantly,
with subduction slab-events producing much higher short period spectra than the other two
types of events.

Kobayashi et al. (2000) found that many earthquakes from Japan had been assigned focal
depth of zero km, indicating that the depth could not be determined reliably. Kobayashi et al.
(2000) reduced their model prediction standard deviation significantly by using the focal
depths published in the EHB group from the International Seismological Centre (ISC)
catalogue.
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Earthquake classification usually requires three types of parameters: the epicentral location,
the focal depth and the geometry of the subduction interface between the crust/mantle and
the subducting plate. The epicentral location and focal depth are usually estimated by
p-wave arrival time and the p-wave velocity structure in the region where the earthquake
occurs. The Japan Meteoroidal Agency (JMA) locates earthquakes in Japan and publishes
related information through CDs and the website of the National Research Institute for Earth
Science and Disaster Prevention (NIED) (http://www.hinet.bosai.qo.jp/REGS/JMA/). Also a
number of other organizations publish earthquake locations in Japan. For example, the
National Earthquake Information Centre (NEIC) of the United States Geological Survey
(USGS) also estimates earthquake locations in Japan and publishes relevant information on
its website (http:/earthquake.usgs.qgov/regional/neic/). The accuracy of the earthquake
locations estimated by different agencies is known to vary significantly. For example, the
ISC-EHB catalogue was considered to be more accurate than those from the other
organizations (Zhao et al. 2006a). For many earthquakes, using local records may not lead
to the best depth solutions, when the spacing of the local network is large. It is also difficult to
determine focal depths for some offshore shallow earthquakes using regional network arrival
times recorded at on-land stations, because of the inadequate distribution of seismic stations
(Gamage et al. 2009). For earthquakes with a moment magnitude about 5 or larger, using
the pP phase and/or sP phase from teleseismic records can significantly improve the
accuracy (http://earthquake.usgs.gov/learn/topics/seismology/determining depth.php).
Recently, Gamage et al. (2009) successfully determined focal depth of offshore earthquakes
in Japan by using the sP phase recorded at a distance of 150km or more.

There is a timeliness issue with the ISC-EHB catalogue. At present (March 2014),
earthquake locations from this catalogue are available only to the end of 2008, while Kik-net
and K-net in Japan have obtained over 9000 high quality strong-motion records that can be
used for developing GMPEs since the end of 2008. In order to use these records, an
alternative source of earthquake locations must be adopted. We used two other catalogues,
the JMA catalogue and the NEIC catalogue.

JMA hypocentral locations are available from the NIED website (JMA Unified Hypocentre
Catalogues). Hypocentre information is given together with the estimated errors and
precision levels. JMA appears to have improved the depth estimates by a number of
methods (constant depth interval and continuous depth parameter). The algorithm estimation
errors for the earthquakes before or during 2004 appear to be much larger than those after
2004.

To classify earthquake categories, the geometry of the subducting plate, i.e., the depth, strike
and dip angle at a given location must also be available. In the Zhao et al. (2006a) study, the
subduction interface geometry model developed by the authors of that study was used.
Recently, Hayes et al. (2012) of USGS constructed a subduction interface model, named
Slab1.0, which is available on the USGS website
(http://earthquake.usgs.gov/research/data/slab/map/). Slab1.0 covers most subduction zones
around the Pacific Ocean. The advantage of using publicly available models is for model
verification procedures. For example, a user or a group of users may wish to compare data
with a number of GMPEs developed for the region and an inconsistent classification of
earthquake categories based on different geometry of the subduction interface may lead to
an erroneous assessment.
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It is difficult to ascertain the best catalogue and the number events that can be classified
correctly, without complex numerical modelling of each event and comparing the results with
the corresponding strong-motion records. This type of modelling is not possible for the
present study. As the purpose of the classification is for developing GMPEs, we will use the
goodness-of-fit for a set of GMPEs as a performance indicator for each classification
scheme. The classification scheme that leads to the best fits of the GMPEs to the data will be
considered as the preferred scheme. Though this method does not guarantee every event to
be classified correctly, an overall reasonable scheme can be derived for the sole purpose of
developing GMPEs.

1.3 COMPARISON OF HYPOCENTRAL LOCATIONS FROM DIFFERENT CATALOGUES

We selected 573 earthquakes in Japan between 1996 and 2008 from the ISC-EHB
catalogues. Many of those events do not yield strong-motion records in our dataset, mostly
because the station distance from these earthquakes is larger than the maximum distance
(about 130km for a moment magnitude 5.0 event or 300km for a magnitude 7.0 or larger
event). Figure 1.1 shows the correlation between the depth in the NEIC catalogue and the
depth in the ISC-EHB catalogue. It appears that the depth for a large number of events in the
NEIC catalogue was fixed as 10km or 33km, probably because it was not possible to derive
a reliable depth for these events. We define a depth shift — the focal depth difference
between the ISC-EHB catalogue and the NEIC catalogue for the same earthquake, as an
indicator of depth correlation. For 119 events with an NEIC depth fixed at 10km, the
corresponding ISC-EHB depth varies between 2 and 52km. 73 of these events have a depth
shift of 5km or less, 27 events have a depth shift of 5-10km, 8 events have a depth shift of
10-15km, and 11 events have a depth shift larger than 15km. The largest depth shift is
43km. For those 175 events with a fixed depth of 33km in the NEIC catalogue, the ISC-EHB
depth for these events varies between 3 and 63.5km: 55 events have a depth shift of Skm or
less, 33 events have a depth shift between 5 and 10km, 64 events have a depth shift
between 10 and 20km, and 23 events have a depth shift larger than 20km. The largest depth
shift is 30.5km. Clearly, the large number of events with a fixed depth in the NEIC catalogue
would reduce the accuracy for event classifications, as depth is one of the critical
parameters.

Figure 1.2 shows the depth correlation between ISC-EHB and NEIC catalogues for 279
events, excluding those events with a fixed depth of 10 or 33km in the NEIC catalogue. For
events with a depth less than 100km the scatter is considerable. Figure 1.3 shows the
distribution of events with various depth shift for those events in Figure 1.2. 212 events have
a depth shift less than 10km, 29 events have a depth shift between 10 and 15km, 26 events
between 15 and 25km and 12 events over 25km. There is no systematic distribution for
events with a large depth shift. Figure 1.4 shows the depth correlation between the ISC-EHB
and NEIC catalogues for those events from which we have strong-motion records. The
scatter for events within a depth of 70km is still large.

Figure 1.5 shows the depth correlation between the JMA and ISC-EHB catalogues for events
between 1997 and 2003, and clearly the scatter is large. The large scatter suggests that the
hypocentre from the JMA catalogue should not be used if we assume that ISC-EHB locations
are reliable. However, JMA has improved its earthquake location estimates by using more
stations in Japan and more accurate algorithms than in the past. The JMA catalogue also
presents the estimated errors for the initial time, latitude, longitude and depth, and these
errors for events since 2005 are markedly smaller than those for the earlier events.
Figure 1.6 shows the depth correlation between JMA and ISC-EHB catalogues for the events
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between 2005 and 2008. The scatter for shallow earthquakes is reduced compared with
those in Figure 1.5 but the scatter is larger for events between 30 and 60km in the JMA
catalogue.

To correctly classify an earthquake, we need not only the hypocentral depth but also an
accurate epicentral location. We define a distance shift: the distance from the epicentre in
one catalogue to the epicentre in another catalogue for the same event. Figure 1.7 shows the
distance shift between the JMA and the ISC-EHB catalogues for the same events as shown
in Figure 1.6. Among 61 events, 16 events have a distance shift of 10km or less, 14 events
have a distance shift between 10 and 15km, 8 events have a distance shift between 15 and
20km, 13 events have a distance shift between 20 and 30km and 10 events have a distance
shift more than 30km. The events with a large distance shift tend to be the offshore
earthquakes. However, many of these events are too far from the strong-motion stations and
did not produce useful strong-motion records for developing GMPEs.

Figure 1.8 shows the depth correlation for a subset of the events presented in Figure 1.6 and
Figure 1.7. We have strong-motion records from these events that will be used for
developing GMPEs for Japan. The correlation is excellent compared with those presented in
Figure 1.6 and the result suggests that the depth in the JMA catalogue is reasonable for
those events that yield useful strong-motion records, possibly because these events also
yielded good records in many JMA stations for locating earthquakes. The average depth shift
is 3.7km for this set of events. Figure 1.9 shows the distance shift between the epicentres
from the JMA and ISC-EHB catalogues. Among 28 earthquakes, 5 events have a distance
shift less than 10km, 9 events have a distance shift of 10-15km, 4 events have a distance
shift of 15-20km, 6 events have a distance shift of 20-30km and 4 events have a distance
shift over 30km. The events with a large distance shift (over 20km) are offshore ones. The
average distance shift is 17.3km. However, it is impossible to determine which catalogue is
the best from the correlations of depth and or distance reported in these catalogues.

Figure 1.10 shows the depth correlation between the JMA and NEIC catalogues for 195
events during 2004 and 2012. These earthquakes all produce strong-motion records for
developing GMPEs. The scatter is very large for depths up to 80km. Note that the large
scatter means that the estimated depth from the two catalogues is not consistent but does
not mean the estimated depth is incorrect.

1.4 CLASSIFICATION SCHEMES

The JMA catalogue also provides flags for accuracy level of epicentral location and depth
estimates. JMA level 0 depth estimates are for events before the end of 2004 and are
considered to be less accurate than level 1 estimates. For level 2 depth estimates, the JMA
catalogue gives a depth usually less than 1km and no error for depth estimates is reported.
We assume that the depth for these events is not accurate. The JMA catalogue also provides
precision levels for hypocentral locations and we will use only those events that have a high
precision level (level K).

As presented in the Zhao et al. (2006a) study, the hypocentral locations from the ISC-EHB
catalogue are still considered as the best available then, and therefore we use ISC-EHB
locations for all events before the end of 2004. For those events since 2005 that yield strong-
motion records for developing GMPEs, the comparison presented in Figure 1.8 suggests that
the depth from the JMA catalogue for those events is likely to be as reliable as that from the
ISC-EHB catalogue. We attempted to use JMA locations for the events since 2005.
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The focal mechanism for each event was assigned by using plunge angles as defined by
Boore and Atkinson (2008): for a reverse focal mechanism T-axis >40°, for a normal faulting
P-axis >40° and the rest are strike-slip events. The plunge angles and moment magnitude
are from Harvard CMT solutions when available and from NIED CMT solutions otherwise. In
our dataset there are only 16 events without Harvard CMT solutions.

As described above, we use the subduction interface geometry model Slab1.0. We used the
following classification schemes:

Scheme |:

. For those events before the end of 2004, ISC-EHB catalogue locations are adopted.
For events since 2005, the catalogues used have the following preferences:

. Use JMA hypocentral locations with a depth precision level 1 and epicentral location
precision level “K";

. ISC-EHB locations; and

. NIEC locations for events without a fixed depth.

Classification criteria:

. Subduction interface earthquakes must have a reverse focal mechanism, a depth
within 5km of the subduction interface and a depth less than 50km. The dip angle for
one of the nodal planes must be within 15 degrees of the dip angle of the subduction
interface;

o Events that are above the subduction interface, not classified as interface earthquakes
and have a depth of 25km or less are classified as shallow crustal earthquakes,

° Events that are 5km or more above the subduction interface but not shallow crustal
events are classified as upper mantle earthquakes;

. Events that are not in any of the groups specified above are subduction slab
earthquakes.

. Table 1.1 presents the numbers of events in each source category classified by using
this scheme. Among the 311 events, 73 are shallow crustal events, 48 are upper
mantle events, 60 are subduction interface events and 130 are subduction slab events.
The depth tolerance of 5km is essentially arbitrary but is a number that is close to the
average depth difference of 3.7km between the JMA depth and ISC-EHB depth
presented in Figure 1.8.

Scheme Il:

The classification scheme is the same as Scheme |, except that ISC-EHB hypocentre
locations are used whenever they are available.

Scheme |l leads to the same number of shallow crustal events as in Scheme |, 50 upper
mantle events, 62 subduction interface events and 130 subduction slab events. Compared
with Scheme [, 6 earthquakes changed tectonic categories.
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Scheme lll:

ISC-EHB locations are used if available, otherwise NEIC hypocentral locations are used. All
other criteria are the same as those in Scheme |. Scheme Ill leads to 81 shallow crustal
events, 90 upper mantle events, 46 subduction interface events and 94 subduction slab
events.

Scheme IV:

This scheme uses hypocentral locations from the NEIC catalogue, and if not available, uses
the hypocentral location from the JMA catalogue.

The interface events must satisfy the following conditions:

. The shortest distance from the hypocentre to the slab interface < 15 km
B Difference in dip with slab interface < 15°

- Rake between 45° and 135°

. Depth < 45 km

. Slab events: These events are characterized as events that are below the Slab1.0
interface and do not satisfy the interface event criteria.

@ Crustal events: These are events that are located above the interface plane and are
not classified as interface events.

Scheme |V does not have an upper mantle category. It leads to 125 crustal earthquakes, 79
subduction interface events and 107 subduction slab events as presented in Table 1.1. The
largest depth for crustal events is 45km.

Table 1.1 shows that the numbers of events in each earthquake category from the four
classification schemes vary significantly and the variation suggests a very large uncertainty
in classifying earthquakes from subduction zones in Japan, primarily from the event location
uncertainty in those catalogues. Although JMA locations since 2005 appear to be improved
significantly over pre-2005 locations, it would be still difficult to assess, for example, whether
NEIC locations (without a fixed depth) would be better than JMA locations or are as reliable
as the ISC-EHB locations. For our purpose of developing a set of GMPEs based on records
from Japan, it may be reasonable to test the classification schemes using a goodness-of-fit
parameter from GMPEs derived from the same dataset but with different source categories.

1.5 GMPES USED FOR TESTING CLASSIFICATION SCHEMES

Next we will develop a set of GMPEs to assess the merit of each classification scheme. The
dataset used in this study is large enough to develop GMPEs for each source category
independently. This method is a preferred for developing GMPEs for Japan, because
standard deviations for each source category can be easily separated. To test classification
schemes, we must account for the effects of data grouping and the change in the number of
records in each source category. If we develop a GMPE for each earthquake category, when
we compare the goodness-of-fits of the models for the corresponding source category in
each classification scheme, we will somehow have to combine the goodness-of-fit from each
set of models as an overall parameter for testing the classification schemes. Also the results
would be affected too much by the changes in the number of records in each group alone.
We therefore combine all earthquakes as one dataset and fit one set of models to all records.
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We used separate source and path terms for different earthquake categories to account for
the known source and path characteristics from different type of earthquakes. Because this
study uses a GMPE specifically designed for assessing classification schemes, we will
present the functional form but not the values for each term.

The following basic functional form for the GMPEs was then used,

lﬂgf»(}'x.j) = _IOge(r!'.j) + for(my, b, F) + fum(my, b)) + fine(my, hy) + fo, (my, hy) +
.Gcr(ﬂ',;-fli) + Qum(?‘e,p"li) + Qtn:s("i.j’hi') + gl'n:!)(rr'.j-hi) = 7 y,\‘.’,(ri.j- h:) +
guloge(xi; +200.0) + e.x;j + €umXij + CinesXiy + CinepXij + €s1Xij + GspnXi
ecrXij + eineXijHes Xl + Si + Sin + E1j + i

(1.1)

0 if h <50km

in = eSLh{
0.02h—=1.0 if h =50km

?‘,-_;- — xw- + exp(t‘l + Czcm) {1.23, b, C}

m; [f m; = Cmnx
Cm =

Cmru: lf m; = Cnmx

where y is either peak ground acceleration (PGA) or 5% damped acceleration response
spectrum (the geometric mean of two horizontal components) for a spectral period T, m is
moment magnitude, h is the depth of the fault plane top edge for those events that have a
fault plane model and otherwise is focal depth, and x is source distance, the closest distance
to the fault model plane if available and hypocentral distance otherwise. Distance x/, is the
volcanic path calculated from the straight line between the earthquake source and a site
passing through volcanic zones (Zhao 2010). Symbol e denotes anelastic attenuation
coefficient and gs;, denotes the depth-dependent anelastic attenuation rate. S, is the linear
site-class term with site classes being defined in Zhao et al. (2006b) and Sy, is the nonlinear
site-class term for a given site class which will be described in Section 2. Function f( )
denotes source effect and g( ) stands for geometric attenuation functions. Symbol g, denotes
the geometric attenuation rate for distance over about 40km and is positive for all spectral
periods. This term was used to avoid the requirement of positive anelastic coefficients.
Subscript i denotes event number and j denotes record number from event i. Subscript cr
denotes shallow crustal events, up denotes upper mantle events, intS denotes shallow
subduction interface events, intD denotes deep subduction interface events, and SL denotes
subduction slab events. Random variable ¢;; is the within-event error with a zero mean and a
standard deviation of o, and random variable ), is between-event error with a zero mean and
a standard deviation of 1. C,,,, is @ magnitude constant and is taken as 7.1 determined by the
model goodness-of-fit.

The Zhao (2010) study suggests that the anelastic attenuation rate for shallow subduction
interface events with a depth range of 0—25km differs from that for the deep interface events
with a depth over 25km, because the materials in the crust close to the subduction interface
is expected to have a relatively small Q value, as illustrated in Figure 1.11. For the dataset
used in the present study we found that the division significantly improved the model fit to the
interface records.
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The depth-dependent anelastic attenuation rate presented in Equation (1.2a) is attributed to
the consideration that the distance portion passing through the upper mantle with a relatively
low Q value, and is likely to cause increased anelastic attenuation with increasing event
depth, as illustrated by Figure 1.11.

The function for source effect from the shallow crustal earthquakes is

CorMy +Ccr27nf2 l'f mp = mg

- (1.3)
CerMe + Cr:lr‘zméZ + dcr(?ni i mc) ff mp > me

fcr(mil hi’Fi) = bcrhr‘ +Fp +Fy + {

where Fr is reverse fault factor Fy is normal fault factor, and b, ¢, and d are regression
coefficients. The constant m. is a specified magnitude that changes the magnitude scaling
rate for events with a magnitude larger than m, (Zhao and Lu 2011, Zhao and Xu 2012). We
selected the same functional form for source effect in Equation (1.3) for subduction interface
and slab events except for that focal mechanism terms were not used.

The depth-dependent geometric attenuation functions from Zhao (2010) were used for
shallow crustal events,

(a, In(r) forx<x,

h, —h |aIn(r)+a,[In(r)=In(r)] forx <x<x,

8. (rsh) = ; _ (1.4)
h, —h,,. |a In(r)+a,[In(r,)—=In(r)]+a[In(r)=In(r,)] forx, <x<x;
a, In(r) +a,[In(r, ) —In(r )] +a;[In(x) = In()]+a,[In(#) = In(r)]  forx=x,
f'" = 'Tn_‘: CXp{L'I + CE(..m) n= l’ 3 (1'5}

where x is source distance, x; ~ x4 are distance constants, h,, and h.. are depth constants,
Equation (1.4) was designed to capture the effect of Moho reflection for shallow crustal
earthquakes (Somerville and Yoshimura 1990).

Moho reflection may also occur for shallow interface events above the Moho boundary of the
crust, as illustrated in Figure 1.12. Our analyses show that using depth-scaled geometric
attenuation functions similar to Equation (1.4) significantly improved the fit to records from
shallow interface events and therefore we used the following geometric attenuation function
for shallow interface events.

a;In(r) forx<x,

h,—h |as In(r)+a,[In(r)=In(r)] forx <x<x, (1.6)

gim\'(r'h): . .
; h, —h_ . |a;In(r)+a,[In(r,)=In(r)]+a,[In(r)=In(r)] forx, <x<x
a,In(r,) +a,[In(r,) = In(ry)]+a,[In(ry) = In(r, )| +ag[In(r) = In(r,)]  for x = x,
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For subduction slab earthquakes we use the following depth-scaled geometric attenuation
function from Zhao (2010),
-/
gq(r h)= iL()‘(h - h,)
Vspe — 1y
Ja(, In(r) for x < x, (1.7)
a, In(r) +a,,[In(r) = In(r)] for x, < x < x,,

a, In(r)) + a,[In(r,) = In(r,)] + a,,[In(#) = In(#,,)] for x = x,,

r, =x,+ exp(e, +¢,C,) n=9.10 (1.8)

S(h=h) | h2h 19
1—h) = .

W o meh (19)

where hy; and hs;. are depth constants and x; and x5 are distance constants. Zhao (2010)
proposed Equation (1.7) to account for the possible constructive interferences between
seismic waves propagating along different paths, and for deep events the seismic waves
may have a long propagation path within the subduction plate, which is known to have higher
Q values than in the mantle.

The material properties in the mantle wedge are expected to differ from those of the shallow
crust. The geometry of the mantle wedge produces a special feature that the length of the
seismic-wave propagation path in the mantle wedge from deep subduction interface
earthquakes increases with increasing event depth, as illustrated in Figure 1.13. We
attempted to model this feature by using the depth-scaled geometric attenuation function in
Equation (1.7) for deep subduction interface events with a depth range of 25-50km and the
model prediction is significantly improved. In this case, depth constants h; and hgy. are
replaced by h; and hj,.

The regression coefficients in the GMPE were obtained by using the random effects method
from Abrahamson and Youngs (1992) and the maximum log-likelihood was used as an
indicator for the goodness-of-fit. GMPE developers usually aim to reduce the model
prediction standard deviation. However, model standard deviations are not very sensitive to
the selection of model parameters when they are close to the best solutions using a random
effects model. Also model standard deviations change very little when a biased distribution of
residuals against model parameters such as magnitude, distance and site parameters is
eliminated, while the maximum log-likelihood is sensitive to the biased residual distribution,
as demonstrated by Zhao (2010). Because, in the magnitude and distance ranges that are
important for engineering applications, such as large magnitude and short distance, the
predicted ground motion would always be some kind of extrapolation from the magnitude and
distance ranges where the majority of the strong-motion records are from, it is important to
eliminate any biased distribution of residuals. Zhao (2010) demonstrated that the model
standard deviations were reduced only slightly even after the model prediction improved
dramatically for many events. Another advantage of using log-likelihood is that the maximum
log-likelihood increases little when a model parameter that is not statistically necessary is
retained and this means that rigorous statistic testing on model parameters is not critical. In
the present study we will use the maximum log-likelihood as a reasonable good-of-fit
measure to judge the merit of each classification scheme.
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1.6 STRONG-MOTION DATASET

We have assembled 16,362 strong-motion records from 397 earthquakes from Japan and a
number of other regions including Alaska, California, Turkey and Iran (the middle-east
group), Taiwan and the 2008 Wenchuan earthquake form China, as shown in Table 1.2 and
Table 1.3. Among the 335 events from Japan, 31 have a magnitude of 6.5 or larger and
occurred before 1996, including the 1995 Kobe earthquake. The reason for including these
events is to provide a reliable constraint on the magnitude scaling rate for large earthquakes
and to confirm the reduced magnitude scaling rates for large subduction interface events,
suggested by Zhao and Xu (2012). These large events will also provide a necessary
constraint on estimating the magnitude scaling for large subduction slab earthquakes. The
maximum distance for large events from Alaska, Turkey and Iran, Wenchuan and Taiwan is
300km and the records provide a constraint for estimating the magnitude scaling for large
crustal events as suggested by Zhao and Lu (2011). Also because the number of near-
source records from Japan is small, we adopted 739 records from earthquakes in California
(from the PEER strong-motion dataset). The maximum distance for the Californian events
with a magnitude of 7.0 or larger is 300km if they are available. These records were used to
constrain the magnitude scaling rates for large crustal events. For the Californian events with
a magnitude range of 5.0-7.0, the maximum distance is 50km, to minimize the effect of
different anelastic attenuation rates between Japan and California. These records were used
to enhance the reliability of near-source parameters and the parameters for nonlinear site
effect in the GMPEs. The site classes for non-Japanese records are obtained by replacing
site period with Tys3, defined by Zhao and Xu (2013) as
120

L = = (1.10)

N30

where Vss is in meters per second and is the travel time-averaged shear-wave velocity of
the surface soil layers to a depth of 30m. We added a correction term in Equation (1.1) for
records using Vss as the site parameter, to account for the different site class definition
between the two groups of records.

We also added a term for anelastic attenuation to Equation (1.1) for those overseas event
groups with records that have a maximum distance up to 300km, when necessary, as
suggested by Zhao and Lu (2011).

Table 1.4 shows the number of strong-motion records from Japan in each source category
(as classified in Scheme I) and focal mechanism group in four site classes. The site classes
were defined in Zhao et al. (2006b) and Zhao (2010) studies and presented in Table 2.1 in
Section 2. Site class (SC ) | sites are either rock sites or a rock site with a thin layer soil that
has a site period less than 0.2s, SC |l sites are hard soil, SC Ill are intermedia soil, and SC
IV are soft soil sites. SC | is equivalent to site class A+B, SC Il and Ill correspond to site
class C and SC IV corresponds to site class D in the Standard for earthquake loads in
New Zealand NZS1170.5:2004 (Standards New Zealand, 2004). 6907 records are from SC |
sites, 5079 records from SC |l sites, 1701 records from SC Il sites and 2675 records from
SC |V sites.

Table 1.5 shows the number of records in each site class from different regions. The total
number of non-Japanese records is 1519.

10 GNS Science Consultancy Report 2014/236




Confidential 2015

Table 1.6 shows the number of records from Japan in each focal mechanism and site each
class. The total number of records from other regions is less than 10% of the total number of
records. Figure 1.14 shows the magnitude and distance distribution of the strong-motion
records used in this study, including the non-Japanese records.

g M 4 TEST RESULTS

Figure 1.15 shows the increases in the maximum log-likelihood for Schemes |, II, and Il
relative to Scheme 1V, i.e., the maximum log-likelihood from each scheme minus that from
scheme IV (which has about the smallest maximum log-likelihood for most spectral periods).
Except for spectral periods over 3.0s, scheme |, using JMA locations when possible, has the
highest maximum log-likelihood. At spectral periods over 3.0s, Schemes | and Il have about
the same maximum log-likelihood. We are slightly surprised to find that the use of ISC-EHB
hypocentral locations, when they are available to replace JMA locations, leads to a slightly
poorer model performance than the use of the JMA hypocentral locations (with high precision
levels) whenever available. This result may suggest that JMA hypocentral locations are
indeed better than the ISC-EHB locations after the expanded recording network and improve
depth calculation algorithm after 2005. At spectral period 1s or longer, Schemes |ll and IV
lead to a very similar level of maximum log-likelihood but have a much lower level than those
from Schemes | and |l. The comparatively poor performances of schemes Ill and IV are likely
caused by the relatively poor hypocentral locations in the NEIC catalogue. Using an upper-
mantle earthquake category in scheme lll leads to significantly better performance than
schemes |V at spectral periods less than 1.0s, suggesting that a separate category for upper
mantle earthquakes is statistically necessary in this period range.

The total standard deviations 0; can be calculated from within-event standard deviation o
and between-event standard deviation 1 from

o, =Vo’ +1° (1.11)

Figure 1.16 compares the within-event, between-event and the total standard deviations from
the best scheme (Scheme [) with those from the worst scheme (Scheme 1V). Figure 1.16(a)
shows that these two schemes produce similar within-event standard deviations, with
scheme | having slightly smaller standard deviations than scheme IV. The largest difference
between the pairs of estimates is about 5% (at period 0.35 s). For between-event standard
deviations, scheme | leads to slightly larger standard deviations than scheme [V at short
periods (< 0.4s), while the standard deviations from both schemes are very similar for the
other spectral periods, as shown in Figure 1.16(b). Figure 1.16(c) shows that the total
standard deviations from the two schemes are similar, with scheme | having slightly smaller
values than scheme IV.

Table 1.7 shows the source information for 311 earthquakes from Japan, including date and
time (Japanese time), focal mechanism, moment magnitude, dip angles of the two nodal
plane from NIED CMT solutions, the dip angles from the Harvard CMT solutions, focal depth,
source category, and epicentral locations.
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1.8 CONCLUSIONS

We compared the hypocentral locations from the JMA, ISC-EHB and NEIC catalogues. For
the earthquakes since 2005, JMA locations have relatively small estimation errors for
locations with high precision levels, and are very consistent with those from ISC-EHB
catalogues for events that yield strong-motion records suitable for developing ground-motion
prediction equations (GMPEs) for Japan. The depth correlations between JMA and NEIC and
between NEIC and ISC-EHB catalogues are moderately poor as the NEIC catalogue
appears to contain many events with a fixed depth of 10km or 33km. The hypocentral depth
shifts, the depth differences in two catalogues for the same event, are considerable with
some differences of tens of kilometres. Those events during 2005-2008 that yielded strong-
motion records suitable for developing GMPEs have the smallest average depth shifts of
3.5km between JMA and ISC-EHB catalogues. The epicentral locations among different
catalogues also vary considerably and the distance shift (the distance between two
epicentres specified for the same event in two catalogues) can be larger than 30km. These
inconsistent hypocentral locations may lead to a large uncertainty in the classification of
earthquake into tectonic categories of shallow crustal, upper mantle, subduction interface
and subduction slab.

Four classification schemes were designed and tested by comparing the maximum log-
likelihoods from four sets of GMPEs. The following classification scheme appears to give the
best results and is recommended:

. For events up to the end of 2004, ISC-EHB locations can be used. For events after
2004, the catalogue preference is: a) JMA locations with high-precision level, b) ISC-
EHB locations, and c¢) NEIC locations if the depth is not fixed at a specified value;

° The geometry model from Slab1.0 by Hayes et al. (2012) can be used;

“ Events that have a reverse faulting mechanism, a depth within £5km from the
subduction interface, a depth less than 50km, and the dip angle for one of the nodal
planes within £15° from the interface dip angle can be classified as subduction
interface earthquakes;

o Events that are above the subduction interface, not classified as interface earthquakes,
and have a depth of 25km or less can be classified as shallow crustal earthquakes;

. Events that are above the subduction interface but not shallow crustal events can be
classified as upper mantle events;

a Events that are not in any of the groups specified above are subduction slab
earthquakes.

The recommended classification scheme leads to the highest maximum log-likelihood among
the tested schemes, but leads to relatively little reduction in the model standard deviations of
the GMPEs.
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Number of events in each source category from four classification schemes.
Scheme | Scheme Il Scheme lll Scheme IV
Shallow Crustal 73 73 81 125
Upper Mantle 48 50 g0
Slab interface 60 62 46 79
Subduction slab 130 126 94 107

Table 1.2 Number of events in each source category and each focal mechanism group.
Focal mechanism Total in each
Reverse | Strike-slip | Normal type
g Shallow crustal 65 54 19 138
% Upper mantle 26 b 16 47
g Subduction interface 75 75
% | Subduction slab 98 13 26 137
Total in each focal mechanism 264 72 61 397
Table 1.3 Number of events in each region and each focal mechanism group.
Focal mechanism Totalin
Reverse | Strike-slip Normal each region
Alaska 1 2 3
California 20 26 46
% Japan 235 39 61 335
E” Middle east 1 4 5
Taiwan 6 1 7
Wenchuan, China 1 1
Total in each focal mechanism 264 72 61 397
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Table 1.4

classification Scheme .

Number of records in each earthquake category and each focal mechanism group using the source

Subtotal in each

Reverse Strike-slip Normal earthquake
category
SCI
g Shallow crustal 1139 707 482 2328
% Upper mantle 491 101 393 985
g Subduction interface 1563 1563
r.% Subduction slab 1618 105 308 2031
Subtotal in each FM group 4811 913 1183 6907
ScCll
§ Shallow crustal 1034 817 302 2153
§ | Upper mantie 311 60 206 577
§ Subduction interface 995 995
@ | Subduction slab 1103 86 165 1354
Subtotal in each FM group 3443 963 673 5079
sci
9: Shallow crustal 380 260 118 755
‘5 Upper mantle 77 17 49 143
§ Subduction interface 360 360
@ | Subduction slab 365 19 59 443
Subtotal in each FM group 1182 296 223 1701
SCIv
g Shallow crustal 436 234 182 852
5 | Upper mantle 182 31 70 283
g Subduction interface 656 656
& Subduction slab 693 55 136 884
Subtotal in each FM group 1967 320 388 2675
Total in each FM group 11403 2492 2467 16362
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Number of records in each earthquake category and each focal mechanism group.

Site class

Subtotal in
Regions scC| scll scll SC IV each region
Alaska 2 21 7 30
California 65 478 166 30 739
Japan 6679 4173 1386 2605 14843
Middle east 6 32 7 1 46
Taiwan 89 352 134 36 611
Wenchuan, China 66 23 1 3 93
Subtotal in each SC 6907 5079 1701 | 2675 16362

Number of records in each site class and focal mechanism group from shallow crustal earthquakes

St ciisa Focal mechanism Subtotal in
Reverse | Strike-slip | Normal each SC
SCI 4641 855 1183 6679
scll 2989 511 673 4173
SC 1011 152 223 1386
SC IV 1923 294 388 2605
Subtotal in each FM 10564 1812 2467 | 14843
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Table 1.7

Source categories for the earthquakes used in developing GMPE for Japan.

EQNo. | EQDate ;‘;‘::' Mw | NDip1 | NDip2 | HVDip1 | HVDip2 | Depth | ST | Latitude | Longitude
1 199610192344 R 6.74 17 73 18.0 1 31.911 131.574
2 199612030718 R 6.69 19 71 200 | 2 | 31828 131.326
3 199704030433 ss 547 | 89 82 70 77 80 1| 31964 130214
4 199705131438 ss 607 | 88 85 75 77 128 | 1 | 319043 130,276
5 199706251850 ss 585 | 89 76 72 84 | 204 | 1 | 34430 131,583
6 199802210955 R 5.09 49 41 44 47 18.6 1 37.278 138.706
7 199804222032 R 523 67 29 43 47 46.8 2 35.169 136.432
8 199805031109 ss 557 | 85 82 81 82 9.4 1 | 24930 139,117
9 199808160331 ss 547 | 89 87 71 83 58 1 | 38329 137.683
10 199809031658 R 584 52 44 49 54 6.2 1 39.786 140.742
11 | 199812160918 R 602 | 70 26 13 78 | 300 | 2 | 313 131,346
12 | 199901240937 N 639 | 9 23 24 78 | 340 | 4 | soe4s 131.135
13 | 199902010152 R 534 | 64 27 28 62 | aa9 | 3 | 37180 141.332
14 199902261418 R 528 66 26 32 64 19.2 1 39.187 139.894
15 | 199903071003 N 494 | 64 52 322 | 2 | 43050 145,878
16 | 199904252127 R 532 | 70 20 33 63 | 565 | 2 | 38480 140473
17 199911151035 R 5.69 57 34 41 56 50.6 4 38.316 142.268
18 200001091302 R 537 71 19 21 70 43.8 3 37.331 141.532
19 | 200001282321 R 672 | 53 42 400 | 4 | 43083 146,817
20 | 200006031754 R 614 | 69 22 27 66 | s1a | 4 | ‘587 140.469
21 | 200006070616 R 590 | 49 47 34 59 7.0 1 | 36813 135,508
22 | 200006251534 R 605 | 60 31 17 74 | sz7 | 3 | 31425 131,266
23 | 200007010534 R 535 | 72 18 418 | 3 | 37345 141,500
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EQ No. EQ Date ;‘;‘;:' Mw | NDip1 | NDip2 | HVDip1 | HVDip2 | Depth | ST | Latitude | Longitude
24 200007011602 SS 6.14 75 41 85 88 12.5 1 34.223 139.171
25 200007030503 sS 5.66 62 52 76 84 16.7 1 34.146 139.255
26 200007151030 SS 6.06 82 78 83 83 136 1 34.39 139.257
27 200007210339 R 6.01 64 26 26 64 31.0 2 36.550 140.947
28 200007302125 Ss 6.49 85 77 82 85 15.0 1 33.938 139.381
29 200008031430 R 5.57 76 15 20 72 36.4 3 31.084 131.344
30 200010061330 ss 6.68 85 81 83 89 9.0 1 35.375 133.175
31 200010081317 ss 5.35 86 79 67 89 15.0 1 35.084 133.116
32 200010310143 R 5.48 72 43 42 69 34.8 2 34.280 136.274
33 200011140057 R 593 67 28 26.0 2 42,520 144736
34 200011141253 R 557 71 22 43.6 4 42 564 144.755
35 200012050147 R 570 83 10 20 70 39.0 3 35.800 140.910
36 200103241528 N 6.83 59 45 39 57 42.0 2 34.108 132.543
37 200103260541 N 520 62 31 33 61 451 2 34.061 132.565
38 200112022202 N 6.47 84 T T 83 124.0 4 39.427 141.097
39 200305261824 R 7.03 69 22 19 72 68.0 4 38.868 141.507
40 200307260713 R 6.08 52 38 43 47 6.0 1 38.420 141.000
41 200309201255 R 565 59 55 51 63 51.0 2 35.000 140.170
42 200309260450 R 8.29 78 15 11 82 27.0 3 41.810 143.910
43 200309260608 R 7.37 71 21 18 72 476 3 42 429 143.987
44 200309261135 R 5.80 71 32 a3.0 4 42.000 144 450
45 200309261527 R 5.89 70 32 28 63 33.0 4 42 160 144.670
46 200309270538 R 598 76 36 19 73 33.0 4 41.990 144580
47 200309271706 R 534 66 26 o 64 52.0 4 42.740 144.250
48 200309280923 R ST I 72 20 21 69 33.0 2 42.250 143.270
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EQNo. | EQDate ;‘;ﬁ:’ Mw | NDip1 | NDip2 | HVDip1 | HVDip2 | Depth | ST | Latitude | Longitude
49 | 200309291137 R 647 | 70 23 17 76 | 250 | 4 | 40us0 144,380
50 200309291650 N 5.40 67 42 48 63 33.0 2 42.390 143.940
51 200309292322 R 548 79 34 17 74 33.0 4 42.040 144.370
52 | 200310080241 R 515 | 66 28 27 64 | 330 | 3 | 42460 144,660
53 200310081807 R 6.68 67 28 19 74 32.0 3 42650 144.570
54 200310082232 R 5.85 74 28 21 75 33.0 4 42.230 144.720
55 | 200310090815 R 570 | 78 27 12 80 | 330 | 4 | 42210 144690
56 | 200310151630 ss 522 72 2 45 78 | 770 | 4 | 35460 139.870
57 2003103110086 R 7.00 64 26 9 81 10.0 ] 37.810 142.620
58 | 200311242118 N 532 | 74 43 42 73 | 30 | 2 | 42380 143.010
59 | 200312301635 Ss 540 | 76 49 56 76 | 480 | 4 | 43040 146.900
60 | 200401231801 R 5.31 67 23 25 66 | 640 | 4 | 37.260 140,990
61 | 200402041508 R 520 | 46 44 P 48 | 620 | 4 | 40150 141,690
62 | 200406110312 R 578 | 66 25 39 54 | 490 | 2 | 42400 142.960
63 | 200407171510 ss 550 | 81 60 62 83 | 460 | 2 | 34750 140220
64 | 200408101513 R 565 | 70 20 22 68 | 690 | 4 | 39630 141.960
65 200409051907 R 7.23 52 38 38 53 15.0 1 33.085 136.704
66 200409101322 R 5.00 37 55 53.0 4 42.354 143.106
67 | 200410062340 R 575 | 64 27 31 60 | 640 | 2 | 35950 139.920
68 | 200410080426 R 517 | 64 28 34 50 | 480 | 2 | 42410 143.040
69 | 200410231756 R 650 | 47 43 34 56 160 | 1 37.230 138.780
70 | 200411042303 R 580 | 89 14 15 84 | 610 | 4 | 43620 146.810
71 200411270742 R 564 69 24 31 62 58.0 4 42.380 142 900
72 | 200411290332 R 7.01 67 24 26 68 | 390 | 2 | 43010 145.120
T3 200412062315 R 6.77 64 26 24 71 35.0 3 42.900 145.230
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EQNo. | EQDate ;‘:;;' Mw | NDip1 | NDip2 | HVDip1 | HVDip2 | Depth | ST | Latitude | Longitude
74 200501062200 R 5.38 72 18 30 61 614 4 41.457 142.104
D 200501182309 R 6.22 64 27 32 64 49.8 4 42 876 145.007
76 200501311839 R 5.41 60 £ L5 27 63 47.5 4 41.764 143.818
77 200502262137 R 569 48 43 43 49 447 4 40.685 142.596
78 200503120347 R 5.44 68 27 38 64 60.9 4 43.012 144.860
79 200504110722 R 5.96 74 18 24 67 515 4 35.727 140.621
80 200504200611 SS 5.48 90 76 83 89 13.5 1 33.678 130.288
81 200506200115 R 570 72 18 28 62 504 4 35.661 140.516
82 200508161146 R 7.22 69 22 16 74 40.8 4 38.258 142.042
83 200510161605 R 5.06 70 21 30 62 471 A 36.039 139.938
84 200510222212 R 5.54 69 22 28 63 55.3 4 37.148 140.957
85 200512022213 R 6.50 71 19 20 70 40.3 4 38.073 142.354
86 200804102026 R 5.16 64 32 30 67 120.7 4 43.685 144,798
87 200604131327 R 532 66 26 31 59 47.0 3 41.841 142.748
88 200807060208 R 5.30 73 18 29 64 35.8 2 40.150 142.431
89 200609260703 R 5.29 58 55 57 60 76.0 4 33.515 131.635
90 200611222015 SS 5.65 85 41 43 86 97.4 4 44153 146.777
91 200612310734 R 501 38 56 38 56 46.0 4 43 261 146.259
92 200703250942 R 6.71 66 48 40 52 8.0 1 37.339 136.565
93 200703301805 SS 558 87 34 38 87 103.3 4 44,144 146.075
94 200704190007 SS 554 84 60 53 80 119.2 4 42 675 141.907
95 200705190100 R 5.46 31 59 67.5 4 41.563 142.053
96 200707011312 N 5.81 80 22 25 79 131.9 4 43,544 144.909
a7 200707161013 R 6.66 49 42 30 60 12.0 1 37.541 138.497
98 200710090210 R 570 47 44 43 47 40.0 4 43.353 146.727
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EQ No. EQ Date ;‘;2::. Mw NDip1 | NDip2 | HVDip1 | HVDip2 | Depth ST | Latitude Longitude
99 200711262251 R 5.95 71 20 25 66 441 4 37.304 141.757
100 200712252304 R 6.10 71 19 24 67 50.0 3 38.526 142.007
101 200802100937 N 5.06 66 24 30 66 94.7 4 34.795 140.237
102 200803080155 R 5.20 68 22 29 61 57.0 4 36.453 140.612
103 200803101044 R 5.10 76 47 31 59 28.7 4 31.764 131.920
104 200803131741 R 5.38 69 32 44 73 59.2 4 43.012 146.567
105 200803241240 R 5.22 70 21 28 62 47.8 3 37.120 141.447
106 200804291426 R 5.80 66 24 29 61 61.7 4 41.463 142.108
107 200805080103 R 6.22 64 26 22 68 35.0 4 36.230 141.770
108 200805080116 R 6.10 68 25 24 67 30.2 - 36.213 141.795
109 200805080145 R 6.88 68 24 15 75 50.6 4 36.228 141.608
110 200805080821 R 5.58 67 27 23 69 68.6 - 36.193 141.976
111 200805110324 N 5.21 64 27 28 65 87.3 4 43.550 145.781
112 200805312328 R 5.02 75 16 26 65 28.0 2 40.063 142.722
113 200806140843 R 6.91 51 41 42 48 12.1 1 39.112 140.763
114 200806162314 SS 5.10 80 48 84 85 1.6 1 39.014 140.733
115 200806260837 R 5.44 69 24 29 61 56.3 4 41.955 142.483
116 200807191139 R 6.95 72 20 16 74 275 3 37.559 142.284
117 200807212030 R 5.95 67 23 19 71 30.3 3 37.232 142.105
118 200807221747 R 5.39 80 10 3 88 254 <) 37.789 142.343
119 200807240026 N 6.82 71 19 18 73 110.0 4 39.824 141.525
120 200808090053 R 5.45 70 21 32 60 515 4 41.143 142.285
121 200808221959 R 5.21 67 23 32 58 55.0 4 36.496 140.488
122 200809110921 R 6.80 78 36 15 76 30.0 3 41.998 143,859
123 200809120734 N 5.05 35 59 35 59 422 4 42.389 144.739
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EQNo. | EQDate ;‘;2:' Mw | NDip1 | NDip2 | HVDip1 | HVDip2 | Depth | ST | Latitude | Longitude
124 | 200810300048 N 513 | 67 39 37 73 | 864 | 4 | 38079 141,663
125 | 200811220044 R 519 | 67 23 35 57 | 484 | 4 | 43212 145799
126 200812040817 R 5.80 68 22 19 71 25.0 4 38.619 142 851
127 200812041211 R 5.38 66 24 19 71 250 3 38.627 142 911
128 | 200812060503 R 557 | 61 29 17 73 3220 | 4 | 38561 142.994
120 | 200812210413 R 5.39 75 18 20 72 202 | 3 | 372 142.046
130 | 200902010652 R 578 76 15 18 72 | a0 | a4 | 36717 141.279
131 | 200902151824 R 5.74 72 18 26 66 360 | 2 | 40250 142,424
132 | 200002222324 R 540 | 88 34 19 76 337 | 4 | 41715 144217
133 | 200902280936 ss 549 | 81 41 34 88 | 1129 | 4 | 42584 142,188
134 200903072333 R 5.36 66 29 24 66 39.1 4 41.795 143.823
135 200904051836 R 5.80 74 17 24 66 28.0 3 31.929 131.894
136 | 200004211858 R 53 | 73 18 25 65 | 454 | 3 | 37.341 141,588
137 | 200004280637 R 522 | 69 21 29 61 479 | 4 | 36407 141131
138 | 200904282021 N 528 | 68 40 31 69 | 381 | 4 | 42500 145,003
139 | 200906051230 R 636 | 73 17 16 74 | 313 | 3 | 41812 143 620
140 200906061452 N 5.79 63 35 40 68 42 4 4 35.5642 141.264
141 | 200906201152 R 535 | 63 27 18 72 260 | 4 | 39000 143359
142 200906231637 R 5.61 48 47 47 50 38.6 4 38.896 142.533
143 | 200908011845 R 507 | 69 21 27 63 63 | 3 | 37.560 141914 |
144 | 200908051251 N 4.99 25 65 25 65 330 | 4 | 32519 132.119
145 200908110507 R 6.23 51 47 233 1 34.786 138.499
146 | 200908130749 R 662 | 68 23 18 76 | 573 | 4 | 32869 140,826
147 200908032226 R 6.22 70 23 23 73 166.7 4 31.126 130.301
148 | 201003132146 N 5.54 55 35 35 s8¢ | 777 | 4 | sre1a 141.472
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EQ No. EQ Date ;c:;:l. Mw NDip1 | NDip2 | HVDip1 | HVDip2 | Depth ST Latitude Longitude
149 201003141708 R 6.56 69 21 24 66 39.8 3 37.724 141.818
150 201003301003 R 578 56 35 39 51 262 2 43.192 138.578
151 201006051422 R 5.47 83 17 23 77 62.3 4 43.270 146.868
152 201006131233 R 5.96 47 46 47 49 40.3 4 37.396 141.796
153 201007040433 R 5.09 51 40 46 51 V5 1 39.025 140.913
154 201007270831 R 5.07 63 33 44 54 254 2 38.997 142.308
155 201008101450 R 5.93 73 18 22.0 3 39.410 143.150
156 201009011633 R 5.19 71 19 27 63 42.9 3 37.914 141.871
157 201009040615 R 5.16 56 39 61.3 4 42.743 145.514
158 201009131448 R 5.86 71 19 29 61 63.2 4 41.456 142.122
159 201009280113 SS 5.11 79 76 71 82 98.8 4 43.501 145.760
160 201009291700 R 5.49 76 4l 37.285 140.026
161 201010142259 R 5.59 66 27 33 61 53.0 4 42.313 143.070
162 201102051056 SS§ 513 84 30 50 82 63.9 4 34.855 140.620
163 201102102203 R 5.46 71 19 26 64 48.3 3 37.159 141.409
164 201102270038 R 5.7 69 22 25 66 42.8 4 37.304 141.844
165 201102270538 R 5.18 53 52 35 58 4.3 1 36.156 137.455
166 201103091145 R 7.36 69 23 12 78 8.3 3 38.329 143.280
167 201103091157 R 6.05 67 23 23.0 3 38.360 142.910
168 201103091305 R 5.45 65 26 35.0 4 38.650 142.750
169 201103091337 R 5.92 66 24 11.3 3 38.607 143.249
170 201103100316 R 6.10 71 19 19 71 28.9 4 38.271 142.879
171 201103100345 R 592 66 24 17 73 23.0 < 38.500 143.170
172 201103100624 R 6.49 68 23 19 71 9.3 1 38.172 143.045
173 2011031114486 R 9.12 63 27 10 80 23.7 3 38.104 142.861
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EQNo. | EQDate :;;Z:’ Mw | NDip1 | NDip2 | HVDip1 | HVDip2 | Depth | ST | Latitude | Longitude
174 201103111515 R 7.92 59 31 17 73 432 4 36.109 141.265
175 201103112037 SS 6.61 87 33 250 1 39.240 142.460
176 | 201103120359 R 6.33 56 38 32 65 8.4 1 36.986 138.508
177 | 201103120447 ss 623 | 79 63 77 85 100 | 1 | 40480 139,050
178 | 201103120542 ss 5.06 78 63 38 1 36.973 138.591
179 | 201103121953 N s72 | W 20 24 69 205 | 1 38.998 142,538
180 201103122215 R 6.20 72 23 24 66 40.1 2 37.198 141.426
181 | 201103122343 R 581 81 10 5 85 9.3 1 39,470 142,696
182 201103130825 R 5.80 72 20 18 74 152 1 38.012 141.948
183 | 201103131026 N 6.20 66 43 22 68 12 | 1 35,828 141.972
184 | 201103141002 sS 572 72 63 67 74 318 | 2 | 36458 141125
185 201103141513 N 6.05 88 40 28 76 14.0 1 37.780 142.460
186 201103152231 SS 599 70 69 75 80 14.3 1 35.310 138.715
187 | 201103161252 N 5.86 57 39 34 56 100 | 1 35,837 140.907
188 | 201103161314 ss 539 | 89 78 82 80 | 253 | 2 | 3753 141581
189 201103171314 R 6.15 72 20 24 68 At 2 40.126 142.412
180 201103172155 N 583 52 38 42 48 47.0 4 36.738 141.309
191 | 201103181701 R 5,37 78 13 24 66 | 346 | 3 | 3582 141112
192 | 201103190833 R 562 86 5 2 88 | 367 | 4 | 39185 142,421
193 201103190849 N 5.10 59 31 41 50 16.4 1 37.727 141.912
194 201103191856 N 5.86 48 42 44 51 54 1 36.784 140.572
185 201103202103 R 5.85 71 21 26 65 47.8 3 39.344 142.048
196 201103221238 R 51 81 37 27 79 37.0 4 35.264 141.237
197 | 201103221819 R 6.25 88 31 16 88 | 430 | 4 | 37316 | 141910
198 201103230712 N 571 64 27 32 58 7.6 1 37.085 140.788
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EQNo.| EQDate ;2‘;:' Mw | NDip1 | NDip2 | HVDip1 | HVDip2 | Depth | ST | Latitude | Longitude
199 | 201103241721 R 5.96 73 2 2 71 337 | 3 | 3som 142.358
200 201103252036 R 6.25 68 25 24 67 447 3 38.729 142.107
201 201103261918 R DL 68 22 26 64 49.0 3 38.567 141.892
202 201103280724 N 6.27 67 26 28 65 S3f 2 38.384 142.346
203 | 201103291954 N 623 | 57 46 29 69 134 | 1 37.409 142,470
204 | 201103302219 R 515 | 78 13 20 70 500 | 4 | 36650 140.932
205 | 201103311615 R 6.07 70 21 26 65 | a7a | 3 | ssem 142,084
206 201104012058 R 5.97 68 23 26 66 452 3 39.336 142.166
207 201104021308 N 5.21 49 42 44 46 417 4 38.773 142.097
208 201104072332 R 7.15 37 55 37 53 65.9 4 38.204 141.920
209 201104111716 N 6.69 50 41 39 53 6.4 1 36.946 140673
210 201104230025 N 518 47 43 45 46 21.4 1 37.170 141.195
211 | 201104231913 R 600 | 56 42 36 54 362 | 4 | 39133 143.001
212 | 201104281828 R 561 52 38 41 49 | 435 | 4 | 37413 141782
213 201104300719 R 524 69 21 29 62 441 3 38.839 142.114
214 201104301406 N 513 68 66 58 59 369 2 36.760 141.281
215 | 201105030626 R 5,12 71 20 25 66 307 | 3 | 40087 142.722
216 | 201105080552 R 578 | 70 22 25 65 336 | 2 | 40245 142.501
217 201105140836 R 6.12 68 22 24 66 40.9 3 37.328 141.628
218 | 201105150730 R 5.15 34 65 | 481 | 4 | 42855 146.312
219 | 201105150851 R 506 | 55 35 4 49 | 477 | 4 | a7ese 141583
220 201105200946 R 5.81 74 17 25 65 359 4 35.802 141.176
221 201105201628 SS 5.09 72 64 56 3 40.7 2 37.452 141.485
222 | 201105220706 R 556 | 75 22 30 61 483 | 3 | 35730 140,644
223 201105241241 R 5.90 71 20 14 77 21.0 3 39.720 143.240
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EQNo. | EQDate ;‘:;:' Mw | NDip1 | NDip2 | HVDip1 | HVDip2 | Depth | ST | Latitude | Longitude
224 201105242049 N 5.00 21 72 44 4 4 36.400 141.122
225 201105312128 R 5.45 69 24 25 66 48.0 3 39.342 142.062
226 201106040100 N 544 57 34 40 54 296 2 36.990 141.211
227 201106040157 SS 5.00 87 68 63 a7 10.5 1 35.096 132.671
228 201106090711 N 5.03 19 71 336 2 39.040 142.443
229 201106091938 N 5.45 T2 36 54 68 126 1 36.497 140.971
230 201106110736 N 5.02 43 47 36.1 4 38.363 142.223
231 201106131550 R 5.2 74 17 21 69 16.3 1 39.947 143.228
232 201106142149 R 5.03 59 50 53 70 731 4 43.118 145.362
233 201106142356 R 5.46 84 16 2 90 281 2 39.490 142.528
234 201106182031 N 585 79 36 23 83 217 2 37618 141.821
235 201106211749 N 525 72 18 22 68 211 1 35.760 141.474
236 201106222329 R 5.69 68 25 19 T2 228 1 40.064 142.915
237 201106230651 R 6.76 70 20 22 68 364 3 39.948 142.591
238 201106231935 R 534 69 23 26 64 57.2 4 38.467 141.608
239 201106250239 R 5.46 68 23 28 62 672 4 41.966 142.720
240 201107051918 R 5.05 52 48 38 55 7.3 1 33.991 135.234
241 201107070015 R 575 70 20 23 67 76.4 4 36.375 141.788
242 201107080335 R 5:53 47 43 45 45 55.5 4 37.097 141.130
243 201107100857 S3 7.03 84 74 74 75 23.0 4 38.030 143.260
244 201107111329 R 525 T4 20 25 66 48.2 3 39.342 142.061
245 201107130547 N 5.08 43 49 14.2 1 37.291 141.175
246 201107141310 N 5.02 53 37 44 47 286 2 36.896 141.519
247 201107152101 R 5.67 66 24 31 60 66.4 4 36.164 140.083
248 201107191039 N 5.18 73 46 40 76 30.8 2 37.326 141.758
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249 201107231334 R 6.37 67 24 24 67 47.2 3 38.874 142.091
250 201107250007 R 5.16 70 22 28 63 445 3 38.844 142.118
251 201107250351 R 6.34 69 24 23 67 458 3 37.709 141.627
252 201107252055 R 563 80 3 13 82 37.0 4 35.245 141.232
253 201107292353 R 5.47 75 16 20 70 16.0 1 36.690 141.870
254 201107310354 R 6.40 58 35 40 55 57.3 4 36.903 141.221
255 201108012244 R 574 69 24 25 66 43.1 3 39.816 142.254
256 201108012358 R 598 oL 47 33 57 228 4 34.709 138.548
257 201108112231 N 526 67 54 48 69 30.2 2 38.449 142.231
258 201108120322 R 5.93 68 26 26 65 52.3 4 36.969 141.161
259 201108120437 R 5.08 57 45 26 64 27.0 2 34.409 138.083
260 201108170435 R 546 74 20 26 66 35.2 2 40.124 142 446
261 201108191436 R 6.32 53 38 35 55 5.2 4 37.649 141.797
262 201108222023 R 595 72 22 18 72 12.0 1 36.080 141.690
263 201109070254 R 521 83 17 13 86 359 3 36.663 141.690
264 201109072229 R 5.09 72 20 25 66 10.2 1 42 261 142.589
265 201109082238 N 5.09 61 30 30 60 396 4 37.273 141.924
266 201109151700 R 6.27 77 24 20 70 50.9 4 36.255 141.483
267 201108170426 R 6.70 77 16 19 73 7.4 1 40.259 143.086
268 201109170608 R 6.07 70 20 20 70 3.7 1 40.247 143.213
269 201109170636 R 583 7l 24 20 | 49 1 40.139 143.387
270 201109170741 R 573 71 23 22 68 14.8 3 40.276 143.395
271 201109171634 R 574 69 22 22 70 76 1 40.295 143.209
272 201109181604 R 567 76 16 21 69 19.3 3 39.930 143.224
273 201109181939 R 5.10 66 25 26 64 66.5 4 41.936 142.441
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EQNo. | EQDate ;ﬁ'. Mw | NDip1 | NDip2 | HVDip1 | HVDip2 | Depth | ST | Latitude | Longitude
274 | 201109190332 R 5.43 71 20 27 63 | 482 | 3 | ar7e7 141.608
275 | 201109212230 N 518 58 32 40 53 86 1 36,737 140577
276 | 201100232212 R 5.23 72 21 26 64 | 483 | 3 | 39340 142,065
277 | 201110071151 R 5.34 73 18 29 63 | 672 | 4 | 41585 142,058
278 | 201110101146 R 571 69 22 26 64 | 470 | 3 | 37508 141.486
279 | 201110211703 N 619 | 82 35 43 76 | 1955 | 4 | 437904 142,653
280 | 201110260208 N 5,08 43 55 | 305 | 2 | 38962 141147
281 | 201111201023 N 507 | 52 47 44 56 9.0 . 36.711 140588
282 | 201111240424 R 616 | 67 23 22 68 | 454 | 3 | 37330 141613
283 | 201111241925 R 619 | 70 22 23 67 | 432 | 3 | 41750 142,887
284 | 201112030555 R 522 | 71 19 25 65 | 220 | 1 35352 140.322
285 | 201112141301 N 514 | 62 35 35 61 488 | 2 | 35356 137244
286 | 201201121220 N 5.67 58 32 27 64 | 334 | 2 | 3698 141304
287 | 201201121437 N 545 | 58 34 42 56 | 281 | 4 | 3831 142,622
288 | 201201232045 R 500 | 70 21 29 62 517 | 4 | 37.060 141191
289 | 201201260543 R 525 | 66 24 28 62 507 | 4 | 38178 141693
200 | 201201280743 R 528 | 64 34 34 63 182 | 1 35,489 138.977
291 | 201201280922 R 561 73 23 25 66 61 | 2 | 40153 142,427
292 | 201202082101 R 5.43 50 44 38 55 136 | 1 37.865 138.171
203 | 201202291800 R 542 | 67 23 438 | 4 | 37288 141677
204 | 201202292332 N 543 | 72 24 393 | 4 | 3533 141.280
205 | 201203010732 R 543 | 68 23 29 61 557 | 4 | 36439 140,626
206 | 201203100225 N 520 | 53 37 41 50 65 1 36718 140,613
207 | 201203141809 N 698 | 64 26 45 4 | 640 | 4 | 40775 145228
208 | 201203142105 N 6.01 52 48 43 52 15.1 1 35 748 140.932
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EQNo.| EQDate ;z‘c;' Mw | NDip1 | NDip2 | HVDip1 | HVDip2 | Depth | ST | Latitude | Longitude
299 201203160420 R 5.54 60 33 35 65 93.6 4 35.881 139.580
300 | 201203252222 R 520 | 58 | 39 41 52 | 495 | 4 | avers 141.769
301 | 201203272000 R 605 | 52 51 44 64 | 205 | 1 | 39808 142,334
302 | 201203301338 R 523 | 70 | 20 27 63 | 464 | 3 | srst. 141473
303 201204012304 R 578 68 23 26 64 53.0 4 37.077 141.133
304 | 201204122351 ss 549 | 79 70 76 76 | 68 | 2 | 374s 141734
305 | 201204250522 R 555 | 69 | 22 29 61 431 | 3 | 35723 140679
306 | 201204291928 R 585 | 77 16 26 65 | 483 | 4 | 35716 140,601
307 | 201204300002 N 544 | 70 | 20 26 68 | 27 | 1 | 3074 142.255
308 | 201205201620 R 639 | 69 | 29 16 76 | 110 | 1 | 39650 143.160
309 201205240002 R 6.01 71 23 27 64 596 4 41.344 142.124
310 | 201206060431 ss 616 | 8 | &2 70 83 | 370 | 4 | 3400 141,371
311 201206180532 R 6.34 70 21 24 67 46.8 3 38.875 142.091

Note:

EQ Date: YYYYMMDDHHMM, i.e., year/month/day/hour/minute in Japanese time

FM — Focal mechanism, N —normal, R — reverse, SS — strike-slip

NDip1 — dip angle for the first nodal plane determined by NIED CMT solutions

NDip2 — dip angle for the second nodal plane determined by NIED CMT solutions

HDip1 - dip angle for the first nodal plane determined by Harvard CMT solutions

HDip2 — dip angle for the second nodal plane determined by Harvard CMT solutions

ST - source categories, 1 for shallow crustal, 2 for upper mantle, 3 for slab interface and 4 for slab events
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Figure 1.1 Depth correlation between the NEIC and ISC-EHB catalogues for events between 1996 and 2008.
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Figure 1.2  Depth correlation between the NEIC and ISC-EHB catalogues excluding the events with a depth

fixed as 10 or 33km in the NEIC catalogue for events between 1996 and 2008.
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Figure 1.5  Depth correlation between JMA and ISC-EHB catalogues for earthquakes between 1997 and 2003.
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Figure 1.6  Depth correlation between JMA and ISC-EHB catalogues for earthquakes between 2005 and 2008.
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Figure 1.10 Depth correlation between JMA and NEIC catalogues for earthquakes between 2004 and 2012.
The large scatter indicates the inconsistent depth estimates from the two catalogues.
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2.0 NONLINEAR SITE MODELS DERIVED FROM 1-D ANALYSES FOR
GROUND-MOTION PREDICTION EQUATIONS USING SITE CLASS AS
THE SITE PARAMETER

2.1 ABSTRACT

Nonlinear site models are an important part of ground-motion prediction equations (GMPEs)
and can be constructed in a number of ways. If a numerous soil site strong-motion records
contain the effect of strong nonlinear soil response, the parameters for the nonlinear model
can be a part of the regression parameters for GMPEs. It is also possible to derive nonlinear
site models by numerical simulation. However, the number of strong-motion records from
Japan that contain the effect of strong nonlinear soil response is still too small to derive
nonlinear site terms. We present a model of nonlinear site terms using site class as the site
parameter in GMPEs based on a 1-D equivalent linear model. The 1-D model was
constructed based on the shear-wave velocity profiles from the Kik-net strong-motion
stations with a wide range of site periods, soil depth and impedance ratios. The rock site
strong-motion records were from different earthquake categories in Japan and the PEER
dataset. Those records had a wide range of earthquake magnitudes, source distances and
peak ground accelerations. A random effects regression model was fitted to the calculated
spectral amplification ratios accounting for the effect of site impedance ratios, earthquake
magnitudes and source distances of the rock site records. We also designed a method to
adjust the 1-D model so that it can be used in a GMPE accounting for the fact that a 1-D
model is an overly simplistic assumption for many real strong-motion recording stations in
many parts of the world.

22 INTRODUCTION

Ground-motion prediction equations (GMPEs) are one of most important components of a
probabilistic seismic study. Many GMPEs have been developed recently, such as the next
generation of attenuation (NGA) models for shallow crustal earthquakes by Abrahamson and
Silva (2008), Boore and Atkinson (2008), Campbell and Bozorgnia (2008) and Chiou and
Youngs (2008). A number of models for subduction earthquakes have also been developed
such as the models by Zhao et al. (2006a), Kanno et al. (2006), McVerry et al. (2006), and
many others. All NGA models use the nonlinear models developed either by Choi and
Stewart (2005) from strong-motion records, or Walling et al. (2008) using 1-D model
analyses. Two models developed based on data from Japan, Zhao et al. (2006a) and Kanno
et al. (2006), do not have nonlinear site terms. The Zhao et al. (2006a) study attempted to
derive nonlinear site terms from the strong-motion records without success, because few
records used in that study contained significant effects of nonlinear soil response. Also the
site parameter in the NGA models, Vss, a travel time averaged shear-wave velocity for the
top 30m of soil, was not available for most of records used in the Zhao et al. (2006a) study.
Also Vs is a controversial site term as described by Zhao and Xu (2013).

During the last decade, a very large number of strong-motion records have been obtained
and some of these records from soil sites in California state of US (Choi and Stewart 2005)
and Japan (Bonilla et al. 2011, Régnier et al. 2013) exhibit the effects of moderate nonlinear
soil response. Choi and Stewart (2005) successfully derived site nonlinear models by using
the recorded spectrum divided by the predicted rock site spectrum. Sandikkaya et al. (2013)
used world-wide strong motion records, including the NGA dataset and records from K-net
and Kik-net from Japan, to derive a GMPE for rock sites first. Then the site amplification
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ratio, the spectrum from a soil site record divided by the rock site spectrum calculated from
the rock GMPE, was used to establish a model for nonlinear site effects, in a similar manner
to Choi and Stewart (2005). The total standard deviations in the natural logarithm scale from
the Sandikkaya et al. (2013) model is, however, very large, varying in the range 0.78-0.9 in
the natural logarithm scale, larger than those for most GMPEs, such as the Zhao et al.
(2006a) model. The large standard deviation is probably caused by the use of world-wide
data that require different attenuation terms in different regions.

For Japan, the number of strong-motion records with a moderately large PGA is still relatively
small, and the usually large model standard deviations, typically 0.7-0.8 in the natural
logarithm scale, make it difficult to derive reliable nonlinear site terms for a GMPE from the
strong-motion records alone. Also Zhao et al. (2006a) used site classes based on site
periods and this site parameter limits the use of strong motion records from other countries
where only Vss is available. One way to overcome these problems is to use numerical
modelling to derive nonlinear site amplification ratios as done by Walling et al. (2008).

In the present study, we used the soil shear-wave profiles from the Kik-net stations to
establish 1-D models, and then carried out an equivalent linear analysis using SHAKE
(Schnabel et al. 1972) to compute the soil site surface response. The equivalent linear
analysis method is an approximate approach to calculate site response and is known to
produce site amplification ratios that differ from those of a true nonlinear analysis. For our
purpose, this known difference is probably much less than the within-site variability caused
by different frequency contents in different rock site motions (Safak 1997) and therefore this
method is reasonable. Another merit of using equivalent linear analyses is that the nonlinear
model for SHAKE needs only two parameters for each type of soils: shear modulus reduction
and damping ratio curves that are available for many types of soils. For the input motion, a
set of rock site strong-motion records from Japan and the NGA dataset was selected. A
random effects model (Abrahamson and Youngs 1992) was fitted to the computed response
spectral amplification ratios.

Numerically simulated data show that many features that are unable to be quantified from the
strong-motion records will have significant impact on the model derived from the simulated
records. For example, one of the important parameters in a 1-D analysis is the impedance
ratio. The amplification ratio usually increases with increasing impedance ratio. However, this
parameter has never been used in any GMPE, probably because of its poor definition, for
example, which layer we should use to define the impedance ratio for a multiple-layered soil
site. The second reason for not using it is the usually large variability of a GMPE that can
bury the effect of the impedance ratio. Another arguable feature of the simulated
amplification ratios is that response spectral amplification ratios depend on the earthquake
magnitude and source distance of the rock site records (Zhao et al. 2009 and Zhao and
Zhang 2010). The physical reason for this feature is the frequency content of the rock site
records (Safak 1997). The magnitude and source distance are the parameters reflecting the
frequency content. These parameters can either be simply ignored, or modelled properly and
then implemented in a reasonable way in a GMPE. We take the second approach. This will
guarantee the best estimates for all model parameters, including the parameters that control
the nonlinear effect. When we incorporate the 1-D model we can simply take the average
magnitude, source distance and impedance ratio from the simulated data, if these
parameters are not statistically significant in the GMPE.
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A 1-D model is a highly ideal simplification of real sites. Even among over 600 Kik-net
stations, the surface/borehole spectral ratios from only a small number of sites clearly have
the characteristics of a 1-D model. Our evaluation suggests that the peak periods of the
surface/borehole records tend to be less than the site period calculated by a 1-D assumption
for the Kik-net stations; we propose that the shorter site period from surface/borehole
spectral ratio than the 1-D site model is likely caused by 2-D and/or 3-D effects. Using 1-D
amplification ratios in a GMPE without an appropriate modification is clearly not reasonable.
We designed a model adjustment method to incorporate the 1-D amplification ratios into a
GMPE to compensate for the limitations of a 1-D model.

In this study, we used site-period-based site class as the site parameter. Table 2.1 presents
the site class definition and the approximately corresponding NEHRP site classes (BSSC
2000).

2.3 SOIL SITES AND NONLINEAR MODEL SELECTIONS

In the present study, we used the shear-wave velocity profiles from 293 soil sites of the
strong-motion recording stations in the Kik-net. The site classes are defined in Table 2.1.
Note that we have divided SC |V sites into two sub-classes: SC V1 sites and SC V2 sites.
Among the soil sites, we used 35 SC | sites, 54 SC Il sites, 40 SC lll sites and 164 SC IV
sites. Among the SC |V sites, 84 are SC |V1 sites with a site period range of 0.6—1.0, and 80
are SC V2 sites with a site period larger than 1.0s. Note that many SC | sites from Japan are
not rock sites and only those sites with a shear-wave velocity of 760m/s or larger at the
surface are taken as the engineering bedrock sites. The site period in Table 2.1 is four times
the travel time for shear waves propagating vertically through the soil layers above the
engineering bedrock. A small number of the Kik-net stations have a very small shear-wave
velocity, much less than 80m/s for the surface layer with a thickness of 1-2 meters. These
very small shear-wave velocities may be due to measurement errors. We used 100m/s as
the minimum soil shear-wave velocity for surface soil layers.

In theory, site amplification ratios strongly depend on impedance ratios between soil layers
and the underlying bedrock (Schnabel et al. 1972). For a single layer overlying bedrock, an
impedance ratio /,, can be defined by

vV
— PRYR (2.1)
PsVs

m
where p denotes mass density and V denotes shear-wave velocity. The subscript R stands
for bedrock and S for soil. For a site with multiple layers, it would be difficult to define a single
parameter as the proxy for impedance ratio. For a GMPE, we need only a parameter that is
simple and available, and therefore we used the following definition for an approximate
impedance ratio,

VR
Iy =
Vsite
4H
T, = 2.2
0 .2a, b, c
Vsite (2.2a, b, c)
_ VRTo
mT 4H
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where Vg, is the travel time averaged shear wave velocity of the soil layers above the
bedrock, T, is the site period, and H is the depth of bedrock. For a given bedrock shear-wave
velocity and site period, the impedance ratio is inversely proportional to the bedrock depth.
This means that for a long period site with a shallow bedrock depth the impedance ratio is
likely to be large, and for a long period site with a large thickness of soil layers the
impedance ratio is likely to be small. Figure 2.3(a) shows the distribution of soil site with
respect to site period and impedance ratio. Figure 2.3(b) shows the soil site distribution with
respect to site period and bedrock depth; the two parameters are strongly correlated. The
depth range is very large. Figure 2.3(c) shows the soil site distribution with respect to
impedance ratio and bedrock depth; the site with a large impedance ratio tends to have a
shallow depth as indicated by the trend line. The parameter ranges selected in the present
study would cover most real engineering sites.

We selected 9 sets of soil shear modulus reduction curves and damping ratio curves, a
model for soft rocks , 5 clay models for PI=0, 15, 30, 50 and 100 (Vucetic and Dobry 1991),
and 3 models for sands (lwasaki et al. 1978 for 3 different values of effective mean principle
stress, and Seed et al. 1986). Figure 2.4 shows the clay models and Figure 2.5 shows the
sand models and soft rock model. For each soil layer, the nonlinear model was selected
based on the depth and the shear-wave velocity of the layer but also based on a random
selection within a given range in order to capture the variability of soil material parameters.
Generally, a model with a less rapid reduction in shear modulus was selected for soil layers
with a high shear-wave velocity and/or a large depth. For soil layers with a shear-wave
velocity over 600m/s, the model for soft rock was selected.

For 530 soil sites subjected to 293 components, a total of 155,290 sets of amplification ratios
were obtained. However, a small number of models failed to converge in the equivalent
linear analysis and these amplification ratios are not used. Each rock site record has a
maximum usable period within which the signal/noise ratio is reasonably large. When the
maximum usable period of a rock site record is equal to or larger than the spectral period, the
results are not included.

2.4 STRONG-MOTION DATASET FROM ROCK SITES

We selected 530 components (two horizontal components for each record if available) of
rock site strong-motion records from 98 earthquakes. Table 2.2 presents the number of
earthquakes in each category for the rock site records. Figure 2.1(a) shows the distribution of
earthquakes with respect to moment magnitude and fault depth defined as the depth of the
fault top edge for events with available fault rupture plane and the focal depth for other
events. Table 2.3 shows the number of components from rock site records in each tectonic
category and Figure 2.1(b) shows the distribution of the rock site strong-motion records with
respect to moment magnitude, and source distance defined as the shortest distance to the
fault plane when available and the hypocentral distance otherwise. Among 530 components
of rock site records used in the present study, 294 are from shallow crustal earthquakes, of
which 121 are from 24 earthquakes in Japan, and 173 are from 29 earthquakes in the PEER
dataset. Among the rock site records from Japan, 54 components are from 16 subduction
interface events, 120 are from 16 subduction slab earthquakes and 62 are from 13 upper
mantle events with a focal depth over 25km but above the subduction interface in Japan as
described in section 1. The rock site strong-motion records are from earthquakes with large
magnitude, depth and source distance ranges as shown in Figure 2.1. Figure 2.2 shows the
distribution of rock site records with respect to magnitude and peak ground accelerations
(PGAs). The records have a wide PGA range. Most records with a PGA over 1.0g in
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Figure 2.2 are from large events and were scaled up by a factor of 2.0 so as to constrain the
model behaviour at extremely large soil nonlinear response, though we do not have a
theoretical justification for the scaling.

Note that some rock site records have only one horizontal component.

2.5 MODEL SELECTION FOR RESPONSE SPECTRAL AMPLIFICATION RATIOS

We used the following models to describe the nonlinear site amplification ratios,
log.(Am) = ciloge(SE +B) + 3 (2.3)

where A, is the response spectral amplification ratio, and Si is the rock site spectrum.
Coefficients ¢; and ¢, are linear regression terms; o and 8 are nonlinear regression terms.
McVerry et al. (2006) suggested that Equation (2.3) can be derived from a hyperbolic
nonlinear stress and strain relationship when a = 1.0. Equation (2.3) has also been used by
Sandikkaya et al. (2013) with a = 1.0. Coefficient a is used to improve the modelling of
amplification ratios for soil sites with a relatively thin soil layer where nonlinear soil response
occurs only at very large rock spectrum values. We first fitted Equation (2.3) to the response
spectral amplification ratios for each site class at each spectral period. We then plotted the
distribution of residuals from Equation (2.3) with respect to impedance ratio, the magnitude
and source distance for rock site records. Next we plotted a trend line to the residuals, for
example, as a function of impedance ratio. If the linear trend line does not equal zero at the
full range of the parameter and the slope is statistically significant at a significance level of
5%, this variable is included as a linear term in the empirical model. However, we fully
recognize the fact that parameters such as impedance ratios are not available for most
strong-motion recording stations, except for Kik-net and a small number of borehole arrays in
the other countries. The strategy adopted in the present study is to model every parameter
that is statistically significant, so that the parameters controlling nonlinear amplification ratios
can be best estimated. When the parameters are unlikely to be available for soil sites, we
can then take the average value for the parameter in our dataset. The impedance ratio is
given here as an example.

We found that the effect of impedance ratio was statistically significant at many spectral

periods. Physically, the impedance ratio will affect the amplification ratios in two ways:

1. the site elastic amplification ratio increases with increasing impedance ratios; and

2.  at large excitation, impedance ratio would enhance the effect of soil nonlinear response
and may reduce the amplification ratios at a range of spectral periods.

We used the following equation to model the effects of the impedance ratio
log, (Am) = c1log,(Sferr + B) + c3ln(lm) + ¢

4 1.0 if "m = Imin
Imp ==41.0 + YUm = Imin)  if Imin > Im < Linax (2.4a, b, c)
1.0 + yUmm’ T !min) 1f "m > l"mm::

SRe,f,r = fm,rSR
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where @, v, 1., and I, are constants. The term In(l,,) is used to model the effect of the
impedance ratios on all levels of rock site spectrum while I,y in Equation (2.4b) is a scale
factor applied to the rock spectrum to model the effect of impedance ratio on the nonlinear
response (to scale up the rock spectrum when /[, is larger than 1.0). We selected /,,,=1.0,
Inax=12.0, and Table 2.4 presents a, B, ¢ and y together with the average impedance ratio
Imav from the Kik-net stations used in the present study. Figure 2.6 illustrates the scale factor
in Equation (2.4b) and parameter y is always positive.

Zhao et al. (2009) and Zhao and Zhang (2010) found that the numerically simulated
amplification ratios of response spectra between soil and rock records depend on magnitude
and source distance. We also find the same effects for the amplification ratios in the present
study. We use the same residual analysis procedure as for the impedance ratio and add
extra terms for magnitude and source distance when statistically necessary. Though site
classes are used as the proxy for site response, we also use a term for site period T, This is
to prevent the effect of the site period from influencing the estimates for critical parameters
for modelling the nonlinear site response. Combining all the terms we have a random effects
model,

log,(Ami,;) = c1log,(Sfers + B) + c2log, (i) + €aX;j + CaMyyyj + csMyy; jlog, (Tor) +
(2.5)
Cﬁmge(Toi) + Cz + Ei,j + Ni

where x is the source distance, the closest distance to the fault rupture plane when available
and hypocentral distance for the others, and M, is the moment magnitude. Subscript i
denotes the /" site, and j denotes the /" record from the /” site. The random error ¢;; is the
within-site residual with a zero mean and a standard deviation of o, and n), is the between-site
residual with a zero mean and a standard deviation 1. All terms were subjected to statistical
tests using the AIC criterion (Akaike 1974) and the ratio between the mean value for a
parameter and its standard deviation. When this ratio is less than 2 it is likely that this term is
not statistically significant. We started testing the term that had the smallest mean
value/standard deviation ratio. When the term is deleted from the model this term is not
statistically significant if the maximum log-likelihood is reduced by less than 1.0. All terms
except for the constant term ¢; were smoothed with respect to logarithm of spectral period.
We derived one set of models for each site class and we then substituted the average values
for impedance ratio and site period in each site class, and the average magnitude and
source distance from the rock site strong-motion records in Equation (2.5). Combining all the
terms of c,-c; using average values for magnitude, source distance, site periods and
impedance ratios of the dataset, the following model can be derived,

IOge(Am) o Clloge(gf?(?f'f + ﬁ) + CB

SRe;’f' = "'rnfavSR

(2.6a, b, ¢, d)
Apax = exp[cllogc B+ CB]

C ]./G'
Swrrc = [exp (—2) -4
where the average impedance factor /s, given in Table 2.4 and coefficients C; and Cg are

presented in Tables 2.5-2.8. A, is the maximum amplification ratio when the rock site
spectrum is zero, Sgene is the cross-over effective rock spectrum at which the amplification
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ratio is 1.0. At spectral periods that are not included in Tables 2.5-2.8, nonlinear site terms
are not required. For example, for SC Il sites, nonlinear soil terms are not required for
spectral periods over 0.3s.

Figure 2.7 illustrates the effect of impedance ratio. The PGA amplification ratio at low levels
of rock site PGA increases with increasing impedance ratio. The cross-over point, the rock
site PGA at which the amplification ratio equals 1.0 as indicated by the thick horizontal line,
decreases with increasing impedance ratio because the equivalent rock site PGA is
enhanced by the impedance ratio. We noted that the PGA cross-over points in Figure 2.7 are
larger than the usually assumed values, for example 0.3-0.4g, for soft soil sites. For an
average impedance ratio of about 3 for SC |V sites, the PGA cross-over point is nearly 0.9g
and is 0.55g for an impedance ratio of 6. There are two reasons for these large cross-over
values. First, the bedrock depth for many Kik-net stations in the SC IV class is usually large,
which usually leads to a large average shear-wave velocity for a given site period. The large
average shear-wave velocity in turn leads to a small impedance ratio and a relatively weaker
soil nonlinear response. The average impedance ratio is small for SC IV Kik-net stations,
between 2.5 and 3.5 and the amplification ratio is therefore moderate. Secondly, the bedrock
shear-wave velocity in each Kik-net station was used instead of an assumed large value, for
example, 1100m/s in the model by Walling et al. (2008). Also the engineering bedrock is
assumed to have a shear-wave velocity of 760m/s or larger and the spectral amplification
ratio between this type of engineering bedrock site with respect to the rock sites with a
surface shear-wave velocity of 1000m/s is considerable, as large as 1.25 on average for our
simulated dataset. This amplification ratio would reduce the cross-over point to 0.72 for a
deep soil site with a moderate shear-wave velocity, and to 0.44 for a site with an impedance
ratio of 6. Though our model captures the variability caused by impedance ratios from real
sites, we recommend that the model with an impedance ratio larger than the average value
for the Kik-net stations be used for shallow soft soil sites.

Figure 2.8(a) shows the within-site standard deviation and Figure 2.8 (b) shows the between-
site standard deviations for four site classes. The within-site standard deviation contains the
variability from the frequency content of the rock site records (Safar 1997) which is a function
of earthquake magnitude and source distance (Zhao et al. 2009, Zhao and Zhang 2010). For
SC |, Il and Il sites, the within-site standard deviation varies between 0.15 and 0.25 in a
natural logarithm scale, and the standard deviation for SC |V sites are much larger than
those for the other site classes. The between-site standard deviations are generally smaller
than the within-site standard deviations and again SC |V sites has the largest standard
deviations, probably caused by the wide site period range in this site class.

We attempted to divide SC |V sites into two sub-classes: SC IV1 for site periods between 0.6
and 1.0s and SC IV2 for site periods over 1.0s. Figure 2.9(a) compares the within-site
standard deviations for SC IV and the two sub-site classes. The standard deviations for SC
IV1 sites are significantly smaller than those for SC IV sites but the standard deviations for
SC V2 are similar or slightly larger than those of SC IV sites. It is the same case for
between-site standard deviations as shown in Figure 2.9(b): the standard deviations for SC
IV1 sites are significantly smaller than those of the SC IV sites while the standard deviations
for SC IV2 sites are generally larger than those from the SC |V sites. The larger standard
deviations in SC IV2 sites than those of the SC I\V1 site are caused by the large site period
range for SC V2 sites (from 1.0s to 4.5s), in the present study as shown in Figure 2.3(b). We
expect that using site period, instead of site classes, as the site parameter would significantly
improve the nonlinear models.
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2.6 ADJUSTMENT OF MAXIMUM AMPLIFICATION RATIOS BY GMPE DATA

A 1-D model is unlikely to be suitable for most of stations and the use of Equation (2.6) as a
nonlinear term in a GMPE without modification may not be appropriate.

Though there is a moderately large number of strong-motion records with a PGA over 0.15g
from soil sites which may have developed nonlinear response, the large variability of a
GMPE, typically about 0.7-0.8 in the natural logarithm scale, would essentially bury the
nonlinear site effect. We attempted to rearrange the model parameters and to separate the
model parameters into two terms: the first term that is essentially controlled by the most
strong-motion records without significant nonlinear response, and the second term that is
essentially controlled by nonlinear soil response. Equation (2.6) can thus be rewritten as,

ﬂge(sgeffc"'ﬁ)—hgg (SReff+B)
log, (Sgerfc’fﬁ)—hgf (3]

1
log, (Am) = log, (Amazx) (%)

where Ap., is the maximum amplification ratio when Sg is zero, Sgesc is the effective
crossover point that separate the amplification range from the deamplification range of the
effective rock site spectrum. There are probably a number of ways to adjust the 1-D model in
Equation (2.7). For example, the simplest one would be the use of the linear site
amplification ratios derived in a GMPE to replace A,.. in Equation (2.7) as shown in
Figure 2.10(a) and Figure 2.10(b). However, this method will significantly shift the cross-over
point.

Zhang and Zhao (2009) compared the response spectral amplification ratios between 1-D
and 2-D sites. They found that a 2-D basin has much larger amplification ratios at small and
weak excitations, while the amplification ratios for a 1-D model and 2-D basin are similar at
strong shaking when strong nonlinear soil response develops. Also, nonlinear response in a
2-D basin tends to occur at a much smaller rock site spectrum than in a 1-D model with
identical soil properties (Figure 4, Zhang and Zhao 2009). We propose the following
adjustment method. First, we apply a scale factor Sg to Equation (2.7) to match the maximum
amplification ratios from a GMPE, i.e., moving the 1-D model up as illustrated in Figure 2.10
(a) by using the following equation,

Oge(5'geffc+3)—|Oge(5fgeff +ﬂ)

|
log,.(A = log,.(4 + log (S
8e(Anm) 8e(Amax) |Uge(5§eﬁc+ﬁ)‘10ge(ﬁ) g,(Sr) e
= ANmax
S‘L s Amax

The maximum amplification ratio from Equation (2.8a) is Aymax from the GMPE, and A is
the maximum amplification ratio from the 1-D model. The new cross-over point from Equation
(2.8a) can be calculated by,

108,.(14 max)
log,(Sxc + B) = m [log, (Sferrc + B) —log,(B)] + log,(B)

1 (2.92a, b)
log, (Anmax) log [ S5 —log.(Sg)log. (B a

S {exp[og‘( Nmax) 108, (S8erpe+B)-log, () ogt(r)] —ﬁ}

log, (Amax)
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Then we use a scale factor to move the new curve in Figure 2.10(b) to the left by,
S "

Sur = Sreff ——— 2.10

L REFT SReffc (210}
Finally we obtain the following amplification ratios:

) Iog‘_,(Sﬁgfﬂ_&ﬁ)—logf,(sﬂgi-f})
log, (An) = log,(Amax) o8, (8o rrot F)-tog,(8) T 108e(F) (2:11)
or
log, (Sasr+8)—log, (B)

log,(Ax) = log,(Aymax) — 108, (Apay) — Bt s (2.12)

IOgr.v(sgeffC+B)'|°Sc(ﬂ)

where Ay is the amplification ratio described by the solid line in Figure 2.10(c). These
transformations also work if the maximum amplification ratio from a GMPE are smaller than
that from the 1-D models. Note that Equation (2.12) has the same cross-over point and very
similar slope at large rock site spectrum as that given in Equation (2.7).

The crossover rock spectrum cannot be defined when the maximum ampilification ratio is less
than zero. Also when the amplification ratios is less than about 1.25, Sg.r becomes too
small. In this case, we defined a pseudo-crossover point can be calculated by,

. _ Ci(a=1)log,(8B) log, (B)—Cplog,(8)
Reffec = C4[alog,—log, ()]

(2.13)

where 6 is an arbitrarily large number, for example 10.0. In Equation (2.13) we used an
extrapolation method from a straight line on log-log scales. The first point of the straight line
has a coordinate for Sgrer = B and Ami=Amsx. The second point is at Sges = 68 and the
amplification ratios is given by,

loge(Am2) = aCylog, (95) + Cp (2.14)
Note that the term “+ B“ in Equation (2.14) has been omitted because 6 is large. Equation
(2.13) can be derived by an extrapolation from (8, A1) and (6 B, Anz) to (Sgese, An=1.0).

If Aymax is less than 1.25, the pseudo-crossover rock spectrum can be calculated from:

e {a (a—l)tngc(ﬁ‘)logf(fi‘m—losc(GHCB*“’&-(SF”]
NC Cy[alog, (68)~log,(B)]

(2.15)

The adjusted nonlinear amplification ratio can then be calculated from Equations (2.10)—
(2.12) using the pseudo-crossover rock spectrum in Equation (2.13) and (2.15). If the
maximum amplification ratio for the 1-D model is less than 1.25 but the GMPE amplification
ratio is larger the 1.25, Sge. Can be computed from Equation (2.13) while Syc can be
calculated from Equation (2.9b). In fact, when the maximum amplification ratio is larger than
1.5, the pseudo-crossover rock spectrum is very similar to the crossover spectrum.
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Amplification ratios for different impedance ratios

When the impedance ratios are available, the impedance ratio factor /, can be calculated
from Equation (2.4b) and is presented in Table 2.9 for impedance ratios in a range of 2-8.
The corresponding coefficient Cg in Equation (2.6a) is presented in Table 2.10 for SC |, SC II
and SC Ill sites, in Table 2.11 for SC IV sites, In Table 2.12 for SC V1 sites and in
Table 2.13 for SC IV2 sites for 7 values of impedance ratios. A, and Sgerc for the
corresponding impedance ratios can be computed from Equation (2.6), and the
corresponding adjustment factors can be computed from Equations (2.6-2.12).

2.7 SUMMARY AND DISCUSSIONS

We have used the shear-wave velocity profile of 293 soil sites in the Kik-net stations to
construct 1-D soil models. The sites have a large range of site periods, between 0.04s for
sites with a thin soil layer and 4.4s for deep soil sites. The depth of the soil sites varies
between 2m and 550m and the impedance ratio (defined as the ratio between the bedrock
shear-wave velocity and the shear-wave travel time averaged shear-wave velocity of the soil
sites) is in the range of 1.5-16. We have selected 530 rock site strong-motion components
from 98 earthquakes, with 29 crustal events from the PEER dataset, and 24 crustal events,
16 subduction interface events, 16 subduction slab events and 13 upper mantle events
(above the subduction interface but with a depth over 25km) from Japan. Among the 530
components of rock site records, 156 are from the PEER dataset and 340 are from different
types of earthquakes in Japan. The peak ground accelerations are in a range between 0.03g
and nearly 3.0g (scaled up from records with a PGA over 1.0g). The magnitude range for the
rock records is between 5.0 and 9.0, the fault depth range is 3-124km and the source
distance range is 0.6-282km. We selected 9 soil nonlinear models and assigned a model for
each soil layer based on soil shear-wave velocity and depth and allowing random selection
within a given range. We then used SHAKE to carry out equivalent linear analyses and
calculated the site amplification ratios. Next we fitted an empirical nonlinear site amplification
model to the computed amplification ratios, accounting for the effect of impedance ratios, and
magnitude and source distance of the rock site records. We used a random effects
regression method to derive the model coefficients, and carried out statistical tests to ensure
all the coefficients were statistically significant. We used the average values for impedance
ratio, magnitude and source distance to derive the 1-D model for nonlinear site amplification
ratios. We also presented the nonlinear site model for 7 impedance ratios. We recommend
that a larger impedance ratio than the average one from the Kik-net stations be used for
shallow soft soil sites. Finally, we adjusted the model so that it had the maximum
amplification ratios at small values of rock spectrum from the GMPEs, but had the same
cross-over point and very similar decay slopes of the amplification ratios with respect to the
rock site spectrum from the 1-D model at large values of rock spectrum. The adjusted model
can be incorporated into a GMPE as nonlinear site terms.

Many Kik-net sites are deep, with soil depths over 50m, and such sites tend to have low
impedance ratios and relatively high average shear-velocities for long or moderately long site
periods. Such sites tend to develop less significant levels of nonlinear response at a
relatively strong rock site spectrum, leading to a nonlinear model with a relatively large cross-
over rock site spectrum that separates the amplification range from the deamplification
range. We recommend that a model with a large impedance ratio presented in the present
study be used for shallow soft soil sites.
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Table 2.1 Site class definitions used in the present study and the approximately corresponding NEHRP site
classes (BSSC 2000).
Site class Description Natural period fr:i:csailt?]it;: d Nill-::::te
{0 Rock T<0.2s Va0 > 600 A+B+C
scil Hard soil 02=sT<04s 300 < Vap =600 Cc
sC Medium soil 04<T<0.6s 200 < Vag= 300 D
SC IV Soft soil Tz0.6s V3 < 200 E+F
SC V1 06=T<1.0s 120 < Va30= 200 E
SC Iv2 Tz1.0s Vi =120 F
Table 2.2 Number of earthquakes from different regions and source categories.

EQ Category Japan | Other countries Total
Crustal 24 29 53
Subduction Interface 16 16
Subduction Slab 16 16
Upper Mantle 13 13
Total 69 29 98

Table 2.3 Number of components from different regions and source categories.
EQ Category Japan | Overseas Total
Crustal 121 173 294
Subduction Interface 54 54
Subduction Slab 120 120
Upper Mantle 62 62
Total 357 173 530
Table 2.4 Model parameters for 6 site classes.
Site Class @ Y Jiirav Imtav
SC I 3.5 0.8 3.73 0.91
scll 3.0 1.0 3.07 1.02
SC 25 0.9 2.76 1.03
SC IV 3.0 06 3.02 0.74
SC Ivi1 25 0.7 2.88 0.93
SCIv2 25 05 317 0.83
All SC a=2.0 B=0.6
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Table 2.5

Model parameters for SC |, Il and Il sites.

Period p:?: : t;-a(ls) Ca(T) Cy(T) Serc A pax
No.
SCI
1 PGA 0.577 -0.140 7.850 1.913
2 0.05 0.578 -0.182 4,836 1.956
3 01 0.677 -0.121 16.428 2.093
scll
1 PGA 0.537 -0.353 1.996 2.050
2 0.05 0.507 -0.361 1.863 1.996
3 01 0.634 -0.222 4.099 2.112
B 0.15 0.695 -0.200 5.628 2.219
5] 0.2 0.779 -0.200 6.963 2.413
6 0.25 0.823 -0.200 7.794 2.554
i 0.3 0.785 -0.164 10.919 2.384
scl
1 PGA 0.364 -0.558 1.149 1.914
2 0.05 0.365 -0.492 1.224 1.852
3 01 0.526 -0.359 1.931 2.033
4 0.15 0.595 -0.292 2.657 2.104
5 0.2 0.588 -0.259 3.011 2.054
6 0.25 0.529 -0.247 2.810 1.925
7 0.3 0.550 -0.286 2.499 2.006
8 0.35 0.609 -0.332 2.381 2.179
g 0.4 0.643 -0.361 2311 2.288
10 0.45 0.643 -0.364 2.291 2.291
11 0.5 0.620 -0.347 2319 2.220
12 06 0.550 -0.250 2.900 1.968
13 0.7 0.495 -0.128 6.882 1.752
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Table 2.6 Model parameters for SC IV sites.

Period p:r?: :t;a(lsj Cs(T) C(T) Sernc Apax
No.
SCIv
1 PGA 0.0068 -0.807 0.639 1.521
2 0.05 -0.0295 -0.671 0.597 1.368
3 0.1 0.189 -0.555 0.897 1.603
4 0.15 0.303 -0.493 1.118 1.741
5 0.2 0.357 -0.461 1.254 1.809
6 0.25 0.382 -0.449 1.320 1.832
T 0.3 0.396 -0.451 1.344 1.861
8 0.35 0.394 -0.463 1.320 1.886
9 0.4 0.402 -0.482 1.304 1.908
10 0.45 0.382 -0.507 1.235 1.928
11 0.5 0.382 -0.537 1.198 1.945
12 0.6 0.377 -0.606 1.124 1.976
13 0.7 0.352 -0.693 1.030 2.025
14 0.8 0.329 -0.754 0.973 2.043
15 0.9 0.303 -0.784 0.934 2.022
16 1 0.275 -0.788 0.905 1.970
17 1.25 0.246 -0.715 0.900 1.843
18 1.5 0.252 -0.579 0.972 1.729
19 2 0.315 -0.282 1.567 1.583
20 25 0.369 -0.0780 10.604 1.504
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Table 2.7

Model parameters for SC IV1 sites.

Period | poroa e | CoM | €D | Suc | Ans
No.
SC Iv1
1 PGA 0.235 -0.699 0.895 1.808
2 0.05 0.220 -0.583 0.926 1.678
3 0.10 0.433 -0.467 1.389 1.958
4 0.15 0.494 -0.408 1.661 2.019
5 0.20 0.521 -0.376 1.843 2.041
6 0.25 0.542 -0.360 1.978 2.067
7 0.30 0.525 -0.353 1.956 2.025
8 0.35 0.483 -0.363 1.825 1.941
9 0.40 0.461 -0.327 1.871 1.874
10 0.45 0.455 -0.366 1.693 1.901
11 0.50 0.460 -0.441 1.496 1.984
12 0.60 0.462 -0.597 1.253 2.153
13 0.70 0.451 -0.660 1175 2.200
14 0.80 0.441 -0.632 1.187 2.146
15 0.90 0.422 -0.550 1.248 2.020
16 1.00 0.403 -0.457 1.346 1.889
17 1.25 0.415 -0.158 3.643 1.641
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Table 2.8 Model parameters for SC IV2 sites.

Period pes’_?:: t:{L) Ca(T) Ci(T) Serrc Amax
No.
SC Iv2
1 PGA -0.398 -1.170 0.335 1.221
2 0.05 -0.416 -0.936 0.203 1.064
3 0.10 -0.181 -0.748 0.430 1.222
4 0.15 -0.0023 -0.680 0.630 1.412
5 0.20 0.0899 -0.665 0.738 1.537
6 0.25 0.115 -0.678 0.765 1.587
7 0.30 0.157 -0.707 0.805 1.679
8 0.35 0.180 -0.747 0.831 1.771
9 0.40 0.189 -0.792 0.828 1.829
10 0.45 0.180 -0.843 0.799 1.842
11 0.50 0.151 -0.895 0.764 1.837
12 0.60 0.0882 -1.006 0.701 1.826
13 0.70 0.0405 -1.120 0.661 1.845
14 0.80 0.0157 -1.234 0.643 1.908
15 0.90 -0.0083 -1.348 0.628 1.974
16 1.00 -0.0501 -1.461 0.605 2.006
i 1.25 -0.170 -1.734 0.554 2.045
18 1.50 -0.326 -1.994 0.499 1.998
19 2.00 -0.635 -2.478 0.417 1.879
20 2.50 -0.552 -2.201 0.422 1.772
21 3.00 -0.372 -1.740 0.455 1.676
22 3.50 -0.145 -1.186 0.534 1.586
23 4.00 0.0955 -0.635 0.750 1.522
Table 2.9 Factors for impedance ratios.
Site Impedance ratio
class | 20 [ 30 | 40 | 50 | 60 | 7.0 | 8.0
SCI 0.514 | 0.743 | 0.971 | 1.200 | 1.429 | 1.657 | 1.886
scl 0.667 | 1.000 | 1.333 | 1.667 | 2.000 | 2.333 | 2.667
SC il 0.760 | 1.120 | 1.480 | 1.840 | 2.200 | 2.560 | 2.920
SC IV 0533 | 0.733 | 0833 | 1.133 | 1.333 | 1.533 | 1.733
SC V1 0.680 | 0.960 | 1.240 | 1.520 | 1.800 | 2.080 | 2.360
SCIv2 | 0.600 | 0.800 | 1.000 | 1.200 | 1.400 | 1.600 | 1.800
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Table 2.10  Cy(T) for various impedance ratios in SC |, SC Il and SC |l sites.

Spectral Impedance ratio
period (s) T | 2.0 30 | 40 | 50 | 6.0 [ 7.0 | 8.0
SCI
PGA 0.431 0.526 | 0.594 | 0.646 | 0.689 | 0.726 | 0.757
0.05 0.444 | 0531 | 0.593 | 0.641 | 0.680 | 0,713 | 0.742
0.10 0.536 | 0.628 | 0.693 | 0.743 | 0.785 | 0.819 | 0.850
SCll
PGA 0418 | 0531 | 0611 | 0674 | 0.725 | 0.768 | 0.805
0.05 0.418 | 0.502 | 0.562 | 0.608 | 0.646 | 0.678 | 0.706
0.10 0.521 0628 | 0.704 | 0.763 | 0.812 | 0.852 | 0.888
0.15 0.554 | 0687 | 0.782 | 0.855 | 0.915 | 0.966 | 1.010
0.20 0.612 | 0.770 | 0.882 | 0.969 | 1.040 | 1.100 | 1.152
0.25 0632 | 0.813 | 0.941 | 1.041 | 1.122 | 1.191 1.250
0.30 0.572 0773 | 0917 | 1.028 | 1.119 | 1.195 | 1.262
scl
PGA 0.317 0.376 | 0.418 | 0.451 | 0.477 | 0.500 | 0.519
0.05 0.348 0.369 | 0.384 | 0.396 | 0.405 | 0.413 | 0.420
0.10 0.477 0.539 | 0.583 | 0.617 | 0.644 | 0.668 | 0.688
0.15 0522 | 0613 | 0.678 | 0.729 | 0.770 | 0.804 | 0.835
0.20 0.528 | 0603 | 0.656 | 0.698 | 0.732 | 0.760 | 0.785
0.25 0.465 | 0.545 | 0.601 | 0.645 | 0.681 | 0.711 | 0.737
0.30 0.459 | 0.574 | 0.655 | 0.717 | 0.769 | 0.812 | 0.850
0.35 0.471 0.645 | 0.769 | 0.865 | 0.944 | 1.010 | 1.067
0.40 0469 | 0688 | 0.844 | 0.965 | 1.063 | 1.147 | 1.219
0.45 0.451 | 0.693 | 0.865 | 0.998 | 1.107 | 1.199 | 1.279
0.50 0.429 | 0.670 | 0.841 | 0.973 | 1.081 1.173 | 1.252
0.60 0.407 0.586 | 0.714 | 0.812 | 0.893 | 0.961 | 1.020
0.70 0.365 | 0.529 | 0.645 | 0.735 | 0.809 | 0.871 | 0.925
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Table 211  Cg(T) for various impedance ratios of SC IV sites.
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Spectral Impedance ratio
period T

(s) 2.0 3.0 4.0 5.0 6.0 7.0 8.0

PGA -0.0379 0.0081 0.0372 | 0.0614 | 0.0811 | 0.0978 | 0.112
0.05 -0.0750 -0.0302 | 0.0015 | 0.0261 | 0.0462 | 0.0632 | 0.0780
0.10 0.160 0.188 0208 | 0.223 | 0.235 | 0.246 0.255
0.156 0.270 0.302 0.325 | 0.343 | 0.358 | 0.370 0.381

0.20 0.306 0.356 0.392 | 0.420 | 0.443 | 0.462 0.479
0.25 0.316 0.381 0.427 | 0463 | 0492 | 0.517 0.538
0.30 0.320 0.395 0.448 | 0.490 | 0523 | 0.552 0.577
0.35 0.308 0.392 0.452 | 0.499 | 0.537 | 0.569 | 0.596
0.40 0.300 0.406 0.481 0.540 | 0.588 | 0.628 0.663
0.45 0.282 0.381 0.451 0.505 | 0.549 | 0.587 0.619
0.50 0.276 0.380 0.454 | 0.511 0.557 | 0.597 0.631

0.60 0.264 0.375 0454 | 0.516 | 0.566 | 0.608 0.645
0.70 0.234 0.350 0.432 | 0.496 | 0.548 | 0.593 0.631

0.80 0.209 0.327 0.411 0.477 | 0.530 | 0.575 0.614
0.90 0.182 0.301 0.386 | 0.451 0.505 | 0.550 0.590
1.00 0.155 0.274 0.358 0.423 0.476 0.521 0.560
1.25 0.132 0.244 0.323 | 0.385 | 0.435 | 0478 0.515
1.50 0.157 0.250 0.316 | 0.368 | 0.410 | 0.445 0.476
2.00 0.240 0.314 0.367 | 0.407 | 0.441 0.469 0.493
2.50 0.302 0.368 0.414 | 0.450 | 0479 | 0.504 0.525
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Table 2.12

Ca(T) for various impedance ratios of SC IV1 sites.

Spectral Impedance ratio
period T(s) | 2.0 | 30 | 40 | 50 | 6.0 | 7.0 | 8.0
PGA 0.135 | 0,247 | 0.326 | 0.387 | 0.437 | 0.480 | 0.516
0.05 0.121 | 0.231 | 0.309 | 0.370 | 0.419 | 0.461 | 0.498
0.10 0.346 | 0443 | 0.512 | 0.566 | 0.609 | 0.646 | 0.678
0.15 0.394 | 0.505 | 0.584 | 0.645 | 0.695 | 0.737 | 0.773
0.20 0.410 | 0.534 | 0.622 | 0.690 | 0.745 | 0.792 | 0.833
0.25 0.421 | 0.556 | 0.652 | 0.726 | 0.787 | 0.839 | 0.883
0.30 0394 | 0540 | 0.644 | 0.724 | 0.790 | 0.845 | 0.893
0.35 0.343 | 0.498 | 0.609 | 0.695 | 0.765 | 0.824 | 0.875
0.40 0.313 | 0.478 | 0.595 | 0.685 | 0.759 | 0.822 | 0.876
0.45 0299 | 0473 | 0.595 | 0.691 | 0.769 | 0.835 | 0.892
0.50 0.297 | 0.478 | 0607 | 0.706 | 0.788 | 0.856 | 0.916
0.60 0.286 | 0.482 | 0.621 | 0.728 | 0.816 | 0.890 | 0.955
0.70 0.263 | 0.472 | 0621 | 0.736 | 0.830 | 0.910 | 0.978
0.80 0.257 | 0.462 | 0607 | 0.719 | 0.811 | 0.889 | 0.956
0.90 0.259 | 0.441 | 0.569 | 0.669 | 0.750 | 0.819 | 0.879
1.00 0.261 | 0.418 | 0.530 | 0.616 | 0.687 | 0.747 | 0.798
1.25 0.312 | 0.426 | 0.507 | 0.570 | 0.621 | 0.664 | 0.702
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Table 213  Cg(T) for various impedance ratios of SC IV2 sites.
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Spectral Impedance ratio
period T(s) | 2.0 3.0 4.0 5.0 6.0 7.0 8.0
PGA -0.344 | 0391 | -0425 | 0451 | -0472 | -0.490 | -0.506
0.05 0362 | -0409 | -0.443 | -0470 | -0.491 | -0509 | -0.525
0.10 -0.104 | -0.172 | 0220 | -0.257 | -0.288 | -0.313 | -0.336
0.15 0.0449 | 0.0033 | -0.0261 | -0.0490 | -0.0677 | -0.0835 | -0.0971
0.20 0.117 | 0.0932 | 0.0760 | 0.0627 | 0.0518 | 0.0426 | 0.0346
0.25 0.127 | 0117 | 0110 | 0104 | 0.100 | 0.0963 | 0.0931
0.30 0154 | 0.156 | 0.158 | 0.159 | 0.160 | 0.161 | 0.162
0.35 0.176 | 0.188 | 0197 | 0204 | 0210 | 0214 | 0.219
0.40 0175 | 0196 | 0211 | 0223 | 0233 | 0241 | 0.248
0.45 0148 | 0.177 | 0197 | 0213 | 0226 | 0.237 | 0.246
0.50 0111 | 0146 | 0171 | 0190 | 0206 | 0219 | 0.231
0.60 0.0362 | 0.0820 | 0115 | 0.140 | 0.160 | 0.178 | 0.193
0.70 -0.0209 | 0.0331 | 00715 | 0101 | 0.125 | 0.146 | 0.164
0.80 -0.0529 | 0.0075 | 0.0504 | 0.0836 | 0.111 | 0.134 | 0.154
0.90 -0.0858 | -0.0176 | 0.0308 | 0.0683 | 0.0990 | 0.125 | 0.147
1.00 -0.141 | -0.0610 | -0.0045 | 0.0394 | 0.0752 | 0.105 | 0.132
1.25 0282 | -0.184 | -0.114 | -0.0595 | -0.0152 | 0.0223 | 0.0548
1.50 -0.438 | -0.340 | 0270 | 0216 | -0.171 | -0.134 | -0.101
2.00 -0.733 | -0.647 | 0586 | -0.538 | -0.499 | -0.466 | -0.438
2.50 0638 | -0562 | -0.509 | -0.467 | -0433 | -0.404 | -0.380
3.00 -0.440 | -0.381 | -0.338 | -0.306 | -0.279 | -0.257 | -0.237
3.50 -0.198 | -0.151 | -0.118 | -0.0922 | -0.071 | -0.0535 | -0.0381
4.00 0.0523 | 0.0903 | 0.117 | 0.138 | 0.155 | 0.170 | 0.182
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Figure 2.4
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Figure 2.5  Shear modulus reduction curves in (a) and damping ratio curves in (b) for 3 sand models and 1 soft
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Figure 2.8  Standard deviations for the computed 1-D amplification ratios using a random effects model, (a)

within-site standard deviations and (b) between-site standard deviations for four site classes.

GNS Science Consultancy Report 2014/236

61



Confidential 2015

Figure 2.9
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3.0 GROUND-MOTION PREDICTION EQUATIONS FOR JAPAN USING SITE
CLASS AND SIMPLE GEOMETRIC ATTENUATION FUNCTIONS

31 ABSTRACT

Ground motion prediction equations (GMPEs) derived from strong-motion records in Japan
are presented. We assembled a large dataset from earthquakes with a moment magnitude
(Mw) over 4.9 and a reliable earthquake category, up to the end of 2012. The earthquakes
were divided into four tectonic categories: shallow crustal, upper mantle, subduction interface
and subduction slab events. The shallow crustal and the upper mantle (SC-UM) events were
combined as one group, and a set of three GMPEs were derived for the SC-UM, subduction
interface and subduction slab events, respectively.

The GMPEs were based on a set of simple geometric attenuation functions. A linear
magnitude scaling was adopted for large earthquakes with My, = 7.1, with the scaling rates
for large events being much smaller than those for the smaller events. A magnitude squared
term was used for subduction slab events with My, < 7.1. The models included nonlinear site
terms, most of which did not vary from one model to another. The site terms were site
classes based on site period.

We modelled the effect of volcanic zones by using an anelastic attenuation coefficient
applied to a horizontal portion of the seismic wave travel distance (along a straight line
between the closest point of a fault place and a recording station) within volcanic zones. The
attenuation rates through the volcanic zone differed significantly from one GMPE model to
another.

Most strong-motion records in the dataset used in the present study are from stations with a
measured shear-wave profile down to bedrock. A small number of strong-motion records are
from strong-motion stations with inferred site classes using H/V response spectral ratio or
geological description of the surface soil layers. We tested the effect of site information
quality, by examining the results from a dataset containing the strong-motion records from
sites with an inferred site class and the results from a dataset without these records. The site
information quality made a significant difference for nearly all spectral periods of the three
models, i.e., the model fit improved significantly when the sites with inferred site classes
were excluded.

The within-event residuals were separated into within-site and between-site residuals
approximately and the corresponding standard deviations were calculated using a random
effects model with all standard deviations presented in this report. The separation of within-
event residuals into within-site and between-site components allows for a possibility of
adopting different standard deviations for different types of earthquakes and for different site
classes in a probabilistic seismic hazard analysis if desired.

Extensive statistical tests were performed for the linear site terms, within-event and between-
event residuals, and within-site and between-site residuals to examine if these terms from
the three different models differed statistically and if the standard deviations for the models
differed significantly. The site terms from the three models were essentially statistically
similar for many spectral periods among the three GMPEs, except that the site terms for
SCIV sites differed statistically between SC-UM and subduction slab models. Among the
three models, the between-event standard deviations of the residuals did not differ
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statistically at any spectral period, whereas within-event standard deviations differed
statistically at some spectral periods. The within-site and between-site standard deviations
from the three models also differed statistically at some spectral periods.

3.2 INTRODUCTION

Ground-motion prediction equations (GMPEs) have an important role to play in earthquake
engineering and probabilistic seismic hazard analyses. Even though numerical simulations
estimating strong-ground motions from a particular fault at a particular site have been used
(Graves and Pitarka, 2010), empirical models are still used almost universally. In the last
decade or so, many modern GMPEs have been published, namely the much discussed and
used Next Generation Attenuation (NGA) models mainly based on strong-motion records
from California and supplemented by shallow crustal records from Taiwan, Japan, Turkey
and China. The NGA models by Abrahamson and Silva (2008), Boore and Atkinson (2008),
Campbell and Bozorgnia (2008) and Chiou and Youngs (2008) fit the strong-motion records
from the 2008 Wenchuan earthquake in China reasonably well (Lu et al. 2010). These
models all use Vs3, as the site parameter and all have nonlinear site terms to account for
reduction in site amplification ratios when the ground shaking is strong.

For subduction zones, the tectonic settings are complex and a only relatively small number of
GMPEs have been developed (e.g., Atkinson and Boore (2003), Zhao et al. (2006a),
McVerry et al. (2006),Kanno et al. (2006), and Ghofrani and Atkinson (2014)). The models by
Zhao et al. (2006a) and Kanno et al. (2006) were based on strong-motion records from
Japan, and nonlinear site terms were not used. The Zhao et al. (2006a) model used site
class based on site period as the site term because many strong-motion recording stations
had no site information. Based on a small number of K-net stations where the borehole depth
of 20m was considered to be reaching engineering bedrock, Zhao et al. (2006b) classified
the recording stations by using H/V response spectral ratios. The site classes are defined in
Table 3.1 together with the approximate NEHRP site classes (BSSC 2000). The use of site
classes by Zhao et al. (2006b) produced consistent site amplification ratios for three soil site
classes (SC I, Ill, and IV) with respect to SC | sites, i.e., the peak amplification ratios
occurred at the average site periods for SC Il and SC Ill sites and the peak period for SC IV
sites was 0.8s (Figure 6a in the Zhao et al. 2006a). However, terms for nonlinear soil
response were not used because only a very small number of the records used in the
modelling appeared to contain significant nonlinear soil response. Also the strong-motion
records used in the Zhao et al. (2006a) model were obtained before the end of 2003, and
since then many more strong-motion records have been obtained by the K-net and Kik-net
strong-motion networks.

Zhao and Lu (2011) and Zhao and Xu (2012) investigated the magnitude scaling rates for
large earthquakes with a moment magnitude over 7.0 using strong-motion data from world-
wide crustal earthquakes, and from large subduction interface earthquakes in Japan. Their
studies showed that the magnitude scaling rates were very small, varying in a range of 0.0—
0.3, for large crustal earthquakes, and for large subduction interface earthquakes (with a
moment magnitude over 7.0) were much smaller than those for smaller events. Zhao (2014)
and Zhao et al. (2014) investigated the magnitude scaling rates for large earthquakes using
strong-motion records from Japan and from the large crustal earthquakes in the PEER
strong-motion dataset. Their study suggest that the magnitude scaling rates for three types of
earthquakes with My = 7.1 are much smaller than those for smaller events. In the present
study we used the magnitude scaling rates for large earthquakes from the Zhao (2014) and
Zhao et al. (2014) study.
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To develop GMPEs for Japan, earthquake tectonic categories need to be identified. Section
1 examined the earthquake locations reported in the catalogues of the Japan Meteorological
Agency (JMA), an EHB group in the catalogues from the International Seismological Centre
(ISC-EHB), and the National Earthquake Information Centre (NEIC) of United States
Geological Survey (USGS). We used ISC-EHB locations for all events before 2005. For
events since the end of 2004, we used the order of preferred locations as: JMA high-
precision level locations, ISC-EHB locations and NEIC locations excluding the events with a
fixed depth. We divided the events in Japan into four categories: shallow crustal, upper
mantle, subduction interface and subduction slab events. We used the goodness-of-fit of a
GMPE model to determine the preferred order of catalogues and we showed that a separate
upper mantle category improved the goodness-of-fit for the GMPE models at short periods in
Section 1 of this report.

In this study we will use site classes as defined in Table 3.1. The site parameters and the
GMPEs presented in this report upgrade the Zhao et al. (2006a) model. Even though site
classes do not provide a continuous predicted response spectrum across all sites, they are
still useful for some design codes, such as the New Zealand design code NZS1170.5:2004
(Standards New Zealand, 2004), and for some engineering sites that may have a site class
but not an accurate site period or Vg3,

Shear-wave velocity profiles for most Kik-net stations are available to bedrock, and so the
site classes for these sites can be accurately calculated. However, many K-net sites have a
bedrock depth larger than 20m while the measured shear-wave velocity extends to a
maximum depth of 20m only. Their site classes were inferred by using response spectral
ratios between the horizontal and the vertical components (H/V) as described by Zhao et al.
(2006b). The other K-net sites have a borehole depth less than 20m. We assumed that
engineering bedrock was reached for all of those sites, and so considered the site classes for
these K-net sites to be accurate. We will investigate the effect of using the inferred site
classes by comparing the goodness-of-fit of the GMPEs from the dataset with or without the
records from the sites with inferred site classes.

In the this study we use the maximum log-likelihood, rather than the model standard
deviation, as the indicator of goodness-of-fit for a GMPE. Model standard deviation has often
been used to represent the goodness-of-fit, but suffers from some deficiencies. When the
model parameters are close to but still significantly different from the optimal values, the
standard deviation becomes nearly constant for different parameter values. Also, when a
significantly biased distribution of residuals with respect to a particular parameter is corrected
by adding a further term, the model standard deviation hardly changes, while the maximum
log-likelihood is sensitive to the correction. We also found that the maximum log-likelihood
was a good indicator to identify an apparently biased distribution of residuals with a
parameter that is strongly influenced by an outlier in the dataset. In this case when an
additional term is used to correct this type of biased residual distribution, the maximum log-
likelihood does not change, meaning the correction is not statistically necessary.

We also adopted site terms accounting for soil nonlinear response. The number of strong-
motion records from Japan that contain significantly large nonlinear soil response is still
small. We adopted the nonlinear site model from Section 2 that were derived from 1-D
models based on the shear-wave velocity profiles from a number of selected Kik-net stations.
The model parameters that were controlled by weak motions were separated from the cross-
over rock spectrum that separated amplification from deamplification ranges of rock
spectrum, as described in Section 2. The parameters controlled by weak motions will be
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determined from GMPE amplification ratios, while the parameters controlled by strong
motions, such as the cross-over rock spectrum and the slope of attenuation in amplification
ratios at a very large rock site spectrum will be determined from the 1-D model analyses. The
model presented in Section 2 appears to overcome the over-simplification of the 1-D model
for real sites where 2- or 3-D effects may be significant.

3.3 STRONG-MOTION DATASET

Table 3.2 lists the number of earthquakes used in this study. We used records from 335
earthquakes in Japan since 1968, including the large earthquakes from the dataset used by
Zhao et al. (2006a). Figure 3.1 shows the distribution of earthquakes with respect to the
depth at the top of the fault and moment magnitude. Thirteen subduction interface
earthquakes and seven subduction slab earthquakes have an My, 27.0 while the largest
magnitude from the upper mantle category is 7.0. There are 413 records from the M;,=9.12
2011 Tohoku earthquake in Japan. These records provide invaluable constraint on the
magnitude scaling rate for large subduction interface earthquakes. The maximum
hypocentral depth is 167 km. Seven earthquakes have a hypocentral depth over 100km,
providing good constraint on the depth term for the subduction slab events. Among the
shallow crustal earthquakes, 19 have a normal focal mechanism, 18 of which occurred after
the 2011 Tohoku earthquake. The records from these normal faulting earthquakes provide
an opportunity to investigate the strong-motion characteristics of this type of event.

Table 3.3 presents the number of records among each source category and focal
mechanism group in each site class. SC | sites have 6679 records, the largest number of
strong-motion records among the four site classes, and 2100 records are from shallow
crustal events, with 969 records being from reverse faulting mechanism events. SC |l sites
have 4173 records, the second largest group, with 1247 records from shallow crustal
earthquakes. In this site class, 580 records are from crustal reverse faulting events and 302
records are from normal fault events. SC |l sites have 1386 records, the smallest number of
records among the four site classes and SC |V sites have 2605 records.

Among the records from earthquakes before 1996 and records from some K-net stations, the
site class for these stations was inferred from geological description (all records from the
1995 Kobe earthquake) or H/V response spectral ratios, while almost all Kik-net and some
K-net recording stations have a measured shear-wave velocity profile down to engineering
bedrock. The inferred site classes are likely much less reliable than those from the measured
shear-wave velocity profiles. The number of earthquakes with records from sites with reliable
site classes is presented in Table 3.4 in each source category and each focal mechanism
group, and the number of records in each site class and earthquake category is presented in
Table 3.5. A total of 33 events were excluded: six from shallow crustal, 16 from subduction
interface, and 11 events from subduction slab earthquake categories. A total of 1208 records
— 232 from shallow crustal, 467 from upper mantle, 480 from subduction interface and 331
from subduction slab events — were excluded. Figure 3.2 shows the distribution of records
with respect to source distance and magnitude for the records used to derive the GMPEs
presented in this report. Magnitude-dependent distance truncation was used for all records to
avoid possible effects from untriggered stations.

We had fault rupture models for a number of earthquakes and the references for these
models are presented in the Section 6, References for fault rupture models.
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3.4 MODEL FUNCTION FORMS

In the present study, we employed the following functions to model the source effect, i.e., the
magnitude, fault/focal depth and focal mechanism, for shallow crustal events,

CorMy ifm € mg

. 3.1
CorMe + der(Mmy —=m,) if my > m, 1)

foner (M, Ry, Fy) = beyhy + Fy + {

where fi., represents source terms, h; is the fault-top depth when a fault model is available
and otherwise focal depth. Subscript c¢r indicates that the term is associated with shallow
crustal events. Fy is a constant for normal faulting earthquakes. We found that the reverse
faulting events in the shallow crustal dataset do not produce statistically significantly different
response spectrum compared with strike-slip events. The normal faulting events, however,
have statistically larger spectrum than the strike-slip and reverse faulting events among the
shallow crustal earthquakes. McBeen et al. (2014) also found that the PGAs from a small
group of normal events that occurred after the My=9.0 2011 Tohoku earthquake in Japan
needed a positive event terms to fit the NGA models, consistent with our findings. The
bilinear magnitude scaling in Equation (3.1) was found to be appropriate, and a magnitude
squared term was not statistically necessary. The use of bilinear magnitude scaling reduces
the constraint on magnitude scaling rate at large magnitude from a relatively much larger
number of small events. Coefficient d., was determined by the records from Japan and the
larger crustal earthquakes used in the Zhao and Lu (2011) study.

The model for the upper mantle earthquakes is given by
CorM; ifm < m,

: (3.2)
CorMe + dep(my —me) if mp > me

Frum (i by, F) = [

Subscript um means that the term is associated to the upper mantle events. For this event
category we used the same magnitude scaling as for the shallow crustal events and the fault-
top depth does not appear to have a significant effect on the response spectrum. The upper
mantle group does not have events with a magnitude over 7.0 and we adopted the scaling
rate d., derived from large shallow crustal events, as well as the magnitude scaling rate c.,
for shallow crustal events.

For subduction interface events, Zhao (2010) suggested that the events occurred at the
interface between crust and the subduction plate behaved differently from those events at
the interface between the mantle wedge and the subducting plate. Zhao (2010) found that
the shallow interface events (0—-25km) required a larger anelastic attenuation rate than for
the records from deep interface events with a depth over 25km. In the present study we also
tested whether the two groups of events may need different source terms because of the
different materials at the shallow and deep interfaces. For interface events with a focal depth
of 25km or less, the following function was used for the source effects:

Cines™Mi if my < m

y (3.3)
CintsMe + dipe(m; —m,) if my > m,

ﬁru’.nt.?(mi!hi) = bhlth[ + Yints +{

where yi.s is the constant term for shallow interface events, bys, Ciis and d; are regression
coefficients for depth and magnitude terms respectively. Subscript intS means shallow
interface events and subscript int means for all subduction interface earthquakes. However
the number of shallow interface events is very small.
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For interface events with a focal depth over 25km, the following function was used for the
source effects:
< me

CintpMi i
fmineo (M, hi) = bineh +[ intpM :

; (3.4)
CintepMe + dipe(my —me) if my > m,

Subscript intD means that the term is associated with the deep subduction interface events.
Coefficient cip is the magnitude scaling rate for deep subduction interface events. For
subduction slab events:

2 .
CspaM; + Cgpp(My — M) if mi < me

. : (3.5)
CspaMe + Cspzp(Me — Mye)? + ds (m; —me) if my > me

finse(my, hy) = bs hy +[

where bg, is the coefficient for the depth term, cs,; and cs., are the coefficients for the linear
magnitude and the magnitude squared terms respectively for events with a magnitude less
than or equal to m.. The magnitude squared term with a positive value was found to be
statistically significant. In the Zhao et al. (2006a) model, a positive magnitude squared term
was used, and this term led to an unrealistically large short-period spectrum for large
subduction slab events. In this study we found that the magnitude-squared term is only
necessary for events with an My, < 7.1 and the positive value for ¢s,, essentially reduces the
magnitude scaling rate for small events. Coefficient ds. is the magnitude term for large
events. In the present study we selected m.=7.1 based on the results of Zhao and Lu (2011),
Zhao and Xu (2012), Zhao (2014) and Zhao et al. (2014).

The GMPE for shallow crustal earthquakes is,

loge(¥i)) = finer + 9erloge(ri)) + Geruloge(xi; + 200.0) + gn(xi;) +

\ : (3.6)
eerXij T egrxﬁj + Yor +108.(A) + ff} +ni"

Variable y is for peak ground acceleration (PGA) or 5% damped response spectrum in units
of acceleration as a percentage of gravity. Variable e denotes anelastic attenuation rate, x
denotes the shortest distance from a recording station to the fault plane if a fault model is
available and otherwise the hypocentral distance, y is a constant and g denotes whole path
geometric attenuation rates. Term g.. is the large distance geometric attenuation rate and gy
is the near-field geometric attenuation rate. Subscript or superscript cr indicates that the term
is associated with shallow crustal earthquakes. Superscript v indicates the association with
the volcanic path. Anelastic attenuation rate e” is applied to the horizontal distance passing
through volcanic zones denoted by x". Subscript i indicates the /" event in the dataset and j
indicates the /” record in the /" event. Parameter A” is the amplification ratios for this event
group and it contains both linear and nonlinear site terms that will be described later. The
random variable ¢ is the within-event residual with an average value of 0.0 and a standard
deviation of o referred to as the within-event standard deviation. Random variable n is the
between-event residuals with an average value of 0.0 and a standard deviation 1 referred to
as between-event standard deviation. The distance used for geometric spreading is defined
by

Tij = Xero + X5 + exp(cy + ¢,Cp) (3.7)
m; ":f m; < Cmax

Cn = (3.8)
Cmax lf m; > Cmu:c
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We introduced a distance constant x,, to avoid magnitude-distance oversaturation, for which
the ground motion at the source decreases with increasing magnitude. Without x., term, the
sum c.+g.c; must be positive. Because g.. is negative and much less than -1 for nearly all
spectral periods, to maintain ¢, 2 g.¢: is impossible if a reasonable value for ¢, is used. We
interpreted that the term exp(c, + ¢, m;) is related to the fault length for an earthquake with a
moment magnitude of m, Typically, fault length is proportional to 10°*™ (Dowrick and
Rhoades 2004; Somerville et al. 1998) and this leads to ¢,=1.151 when a natural logarithm
scale is used. Our regression analyses show that ¢, is very close to 1.151 for nearly all
spectral periods for all types of earthquakes, and therefore it is not reasonable for ¢, to take a
value much less than 1.151 in order to avoid the magnitude-distance oversaturation. The
introduction of variable x.,=2.0 solves the problem neatly for almost all spectral periods. We
also used a maximum magnitude C,. in Equations (3.7) and (3.8) to account for
oversaturation, for a very large earthquake with a very long fault rupture, only a part of fault
contributes to the ground motion spectrum at a near-field station because both geometric
and anelastic attenuation would diminish the ground motions produced by the fault rupture at
a large distance. Also the finite rupture speed leads to that the energy released from different
part of the fault distributed at different time, not a simple amplitude addition. In the present
study, we selected C,,., = m. as both terms are based on the same assumption.

Figure 3.3(a) illustrates the distance x" in four different cases with earthquake and the
recording-station locations inside or outside of an example volcanic zone and Figure 3.3(b)
shows the slant distance within the volcanic zone where h is focal depth and R is the
epicentral distance. When a fault plane model is available, the location of the earthquake is
at a point in the fault plane that is closest to the recording station.

We introduced a term g..loge(x;;#200) with g., having a positive value to avoid a positive
anelastic attenuation rate.

For the shallow crustal earthquakes, after we determined near-source parameters c;, ¢, and
d., we excluded the strong-motion records from the PEER dataset and used the data from
Japan to determine the other terms. We found that the model for shallow crustal events
systematically underestimates the short-period spectrum and over-estimates the long-period
spectrum for about 170 records from Japan within a source distance of 30km. We
investigated the residuals for the near-field records from Japan in the model we used to
determine the near-source terms and we found that the average residuals for these records
is close to zero. A plausible reason is that the near-source records from the large
earthquakes in PEER dataset do not only put constraint on the near-source terms and the
magnitude scaling rate for large events, but also affect the estimates of all other parameters,
especially the geometric attenuation rate. When these near-source terms are fixed and those
near-source records are excluded, the changes in the geometric attenuation rate lead to a
model that have a biased distribution of residues for the near-source records from Japan. We
added the following term to eliminate the bias,

iogt’ [xt',j + eXP(Cl o i 65(.'2)] {f xi,j < 30

9N (xi,j) = Yern (3.9)
log,.[30.0 + exp(c; + 6.5¢,)]  if x;; > 30

We used C,,=6.5 in Equation (3.9) instead of magnitude to avoid the magnitude-distance
oversaturation problem and this term improved the model prediction considerably.
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The GMPE for the upper mantle earthquakes is,

!O‘ge (yi,j) = fmtmt o gumfoge (rf,j) 2 gcr‘Lio.ge(xi,j + 2000) + gn (xi,j) +

' g (3.10)
eumXij + €GXl) + Yer + 108 (A7) + &L +1f"

Subscript um indicates that the variable is associated with the upper mantle earthquake
group. For upper mantle events, there is no record within a source distance of 30km and the
term gy is essentially a constant. However, retaining this term for the upper mantle events
leads to an easy smoothing for all parameters in Equations (3.6) and (3.10) with respect to
logarithm of spectral periods.

As discussed earlier, Zhao (2010) found that the attenuation rate for shallow interface
earthquakes (with a depth of 25km or less) is larger than for deep subduction interface
events with a depth over 25km because the materials in the shallow crust close to the
interface and the mantle wedge may have different properties. For shallow subduction
interface earthquakes, the following model is used,

loge (y:',j) = fmints + gintloge(rf,j) * gfntLloge(xt',j o 200-0) +

: . . (3.11)
CintsXij + €ineXLj + Vine + 10ge (A™F) + E1C + ™

where A™ is the site amplification ratios for interface event group. Subscript or superscript int
means the variable is associated with interface earthquakes, and subscript infs means that
the variable is associated with shallow interface events. For deep subduction interface
earthquakes, the following model is used,

loge (yf.j) = fminep + .ginrfo.ge(ri.j) + 0.5gineLloge (x:',j 5 200-0) T (3.42)
egltxilfj + ¥Yine + lOgc(Amt) + 61”;” + ??fm

Ti,j = Xinto S 2 Xi,j e EXp(Cl o CZCm} (3.13)

A" is the site amplification ratio that contains both linear and nonlinear parts. We found that
anelastic attenuation term is not necessary for deep interface earthquakes. Coefficient gy is
the large distance geometric attenuation rate for subduction interface events. We used
0.5g;,.. for deep interface events to achieve an improved model fitting and X, =10 was used
to avoid magnitude-distance oversaturation. For Japan, the closest distance to an subduction
interface events is about over 30km and oversaturation would occur only when the distance
is less than about 10km if X, is not used. This term is only necessary if the model presented
here is used for the subduction interface earthquakes in the other parts of the world where
the closest distance is within 20km.

For subduction slab earthquakes,

loge (}’f,j) = fmsL + QSLIOQc(Tx‘.j) + gSLLEO‘gU(ij +200.0) + esXij +

A 4 (3.14)
AseuXij +esyxi; + Vs, +log.(4°) + f;S;L +nit
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where AS" is the amplification ratios for slab events. Subscript or superscript SL indicates
that the term is associated with subduction slab earthquakes. Coefficient gs;, is the large
distance geometric attenuation rate for subduction slab events. The anelastic attenuation
term gs.4 is defined by,

0 if h <50

qsLy = €siH (3.15)
0.02h—1.0 ifh=50

The fault-top depth is denoted by h in Equation (3.15) for the depth-dependent anelastic
attenuation rate. The depth-dependent anelastic attenuation rate in Equation (3.15) for slab
events does not appear to be reasonable because we would expect that the seismic waves
from a deep slab event would have a long travel path within the subducting slab that has high
Q values. From this simple reasoning the anelastic attenuation rate for deep slab events
should be inversely proportional to the fault depth, as shown by Eberhart-Phillips and
McVerry (2003). We attempted to use an anelastic attenuation rate inversely proportional to
the fault depth. However, this term is not statistically significant, while the term gs.y in
Equation (3.15) leads to sizable increase in the maximum log-likelihood. The physical reason
for Equation (3.15) is probably the geometry of the subduction interface and location of the
strong-motion recording stations relative to the subduction trench as shown in Figure 3.4. For
the North Island of New Zealand, the onshore depth of the interface is relatively small
(starting from about 20km) and the trench formed by the subducting slab is also relatively
close to the shorelines. For many slab earthquakes, a large portion of the travel path for the
seismic waves recorded by New Zealand onshore stations has a large part within the
subduction slab, as illustrated by the seismic wave travel path to the recording station at right
side of Figure 3.4. Therefore the length of the travel path within the high-Q slab increases
with increasing earthquake depth and this travel path leads to an anelastic attenuation
coefficient inversely proportional to the fault depth, assuming that the Q values for the slab
increases with increasing depth. For Japan, the subduction trench is usually very far from
land and the seismic wave reaching the recording stations travels in the slab and also
through upper mantle and crust that have smaller Q values than the subducting slab. We
expect that the Q values in the upper mantle is likely to be smaller than the Q values within
the subducting slab. The travel path within the mantle would increase with increasing depth
and therefore an apparent anelastic attenuation rate may increase with increasing depth as
shown in Equation (3.15). Zhao (2010) showed that if the constructive interference between
the seismic waves traveling along the direct path and the waves traveling along a detoured
path through the slab are modelled by depth-scaled geometric attenuation functions, the
apparent anelastic attenuation rate for the slab events decreases. The anelastic attenuation
rate from Zhao etal. (2014) study, using the depth-dependent geometric attenuation
functions from Zhao (2010) for the subduction events, is the same as in Equation (3.15).

For subduction slab event, the distance term is given by,
T =X+ exp(c; + 2Cp) (3.16)

In the regression analyses, we divided the models into three groups: the shallow crustal and
upper mantle events (SC-UM) in one group, the shallow and deep subduction interface
events in the second group, and the subduction slab events in the third group. All groups
have most common nonlinear site terms. Regressions for each group were carried out
separately. During the model regression analyses we used the maximum log-likelihood and
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AIC criterion (Akaike 1974) to test each parameter and those not supported by the AIC
criterion were removed from the model.

Random variable & can be divided into a within-site component & and a between-site
component n°. We fit the following random effects model to the within-event residuals,

$kn = Skon + Mk (3.17)

where the subscript k stands for the site number and n denotes the n” record from the k”
site. The within-site component £; ,, has a zero mean and a within-site standard deviation of
0s. The between-site component 3 has a zero mean and a between-site standard deviation
of 7s. When the dataset is large, it is quite difficult to find a stable algorithm to decompose the
within- and between-site residuals as well as the within- and between-event residuals using
the random effects methodology. We took an approximate method by fitting a random effects
model to the within-event residuals using the same algorithm by Abrahamson and Youngs
(1992). The between-site residuals are an indicator of how well the site effects are modelled.
The within-event residuals contain the random errors associated with path effects as well as
any other effects that are not modelled. For a particular engineering site where the site effect
can be modelled with confidence, the between-site standard deviation may be set as zero in
the probabilistic seismic hazard study and the within-site standard deviation may substitute
the single-station o suggested by Atkinson (2006).

The separation of between- and within-site residuals leads to a possibility that different total
standard deviations for each site class and each earthquake group can be used in a
probabilistic seismic hazard analysis. For a given site class and earthquake group, the total
standard deviation can be calculated by,

ofe = |03 + 1%+ 13, (3.18)

where o, is the total standard deviation for the /" earthquake group and for the k" site class;
o and 1y are, respectively, the within-site and between-site standard deviation for the K"
site class. However, when the different spectra from the probabilistic seismic hazard analysis
are achieved using different values for the standard deviations but the standard deviations
selected are statistically similar, the difference in the hazard spectra is statistically
meaningless. We will present the results of statistical tests for different site terms and
standard deviations in the following section.

The horizontal portion of the distance that passes through volcanic zones (along a straight
line between a station and the fault plane), x*, instead of the slant distance within the
volcanic zones (close to the actual wave propagation distance), is used to model the effect of
volcanoes. The calculation of an accurate slant distance requires detailed volcanic (low Q)
zone boundary models down to considerable depth, which is currently unavailable, and the
horizontal distance serves as a good approximation of the volcanic path untailed a detailed
3-D Q structure becomes available. However, using the horizontal distance has a problem:
the slant distance within a volcanic zone can become significantly larger than the horizontal
distance for deep earthquakes. If accurate 3-D Q structures are available, this problem can
be avoided by using slant distances. Even though x* does not represent the accurate seismic
wave-propagation distance, it would still be a better one than the binary parameter for fore-
arc and back-arc stations (Boore et al. 2009 and Ghofrani and Atkinson 2014), at least in
theory. We found that the residuals distributions at small x* and large x* for the records
affected by volcanic path attenuation were biased, thus we adopted the minimum and the
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maximum values for x“ as 12km and 80km respectively, e.g., when 0.0<x"<12.0km,
x'=12.0km, and when x“280.0km, x"=80.0km. We do not have any plausible explanation for
these limits. Also there is a self-correction for the volcanic path effect, i.e., if x” is systemically
and uniformly overestimated, the anelastic attenuation rate e* will reduce, leading to similar
effect of the volcanic path.

SC | sites are neither rock site nor engineering bedrock. Many SC | sites have a layer of soil
with a thickness up to 24m and a shear wave-velocity as small as 200m/s. The average
impedance ratio is 3.7 and many sites have an impedance ratio between 4 and 8. The sites
with a thin soil layer usually have a small average shear-wave velocity and a large
impedance ratio. The sites with a thick soil layer usually have a large average shear-wave
velocity and a relatively small impedance ratio for a given site period. These characters of
the SC | site lead to small nonlinear soil response even when subjected to large rock motions
because the shear stress from inertial force in the thin layer soil can be smaller than the soil
yielding stress even at a strong ground shaking. Also the definition for rock sites, with a
shear-wave velocity of 760m/s or larger at the ground surface, means that the Vs;,for these
sites could be over 1000m/s and the site could be classified as A in the NEHRP site
classification (BSSC 2003). Because the amplification ratios of the nonlinear site mode is the
spectral ratio between soil site and rock sites, not between soil sites and SC | sites, we
needs to estimate the amplification ratio for SC | sites relative to the rock sites.

We used the following method to determine the amplification ratios for SC | sites or
deamplification ratios. We examined the within-event residuals of the SC | sites and fitted a
linear function of site periods to the SC | within-event residuals from all three GMPEs.
Figure 3.5-Figure 3.7 shows the distribution of within event-residuals with respect to site
period and the distributions are clearly biased. The solid trend lines represent the average
within-event residuals and the negative value of the average residuals at zero site period is
then defined as Syy, the negative intercept of the linear trend line. Note that Sy is also the
absolute value of the intercept. We used linear functions for all spectral periods. Figure 3.8(a)
shows the smoothed deamplification ratios for rock sites with respect to SC | sites. At short
spectral periods, between PGA and 0.5s, the deamplification ratios range from 1.05 to 1.38.
The deamplification ratios then increase to 2.05 at 0.3s, then decrease with increasing
spectral periods down to 1.27 at 5.0s. These deamplification ratios are surprisingly large and
may be caused by large impedance ratios. We referred to the logarithm of these amplification
ratios as the ‘hard rock site’ term. Figure 3.8(b) shows an example SC | spectrum and the
rock site spectrum derived from dividing the SCI site spectrum by the deamplification ratio
presented in Figure 3.8(a). The spectral period at the peak spectrum for rock sites is close to
0.05s, shifted slightly from that of the SCI spectrum. This method does not require iterations
because very few records from SC | sites contains the effect of significant soil nonlinear
response. Table 3.6 presents the deamplification ratios Asci=exp(Siu)-

We adopt the following functions to model both linear and nonlinear site effect as described
in Section 2,

In(A) = Si + Sin + In(4y) (3.19)
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where S is the linear site term, S,y is the hard rock site term. The nonlinear amplification
ratios derived from 1-D analyses is given by,

loge(Ay) = Cﬁlogc( !f?{eff I ﬁ) + Cp
Sreff = ImfavSr

(3.20a, b, c, d)
Amax = exp[CAIOgc(ﬁ) T CB]
C 1/
Sreffc = {exp (— Ff) = 5]
i 1.0 if "mav s Imht
"lmfﬂv = ; 1.0+ ]”Umav = "m{n) If fl?m'n > II?I(II) = Imax
1.0+ V("‘max S !min) if Imay > Imax
(3.21a, b, c)

SReffc = "mfﬂvSRr

— SReffe
Rc o
where C,, Cg, a and 8 are regression coefficients, /., is the average impedance ratio factor,
Sk is the rock site spectrum, A, is the response spectral amplification ratio when the rock
site spectrum is 0.0 and Sgex is the effective cross-over rock spectrum that separates the
amplification range from the deamplification range of rock site spectrum. Sk. is the cross-
over rock spectrum. Parameters a=2.0 and 8=0.6 were selected and presented in Table 3.7.
The amplification ratio is 1.0 when the effective rock site spectrum equals Sges. Tables 3.7—
3.10 present the values for all parameters in Equations (3.20) and (3.21).

The nonlinear amplification term is given by,

. ! " loge(Sir+8)=10ge(B)
lone(AN) =2 lOge (ANnmx) loge (Amax} |‘Jge(5§cffr:+ﬁ)_loge(3)

(3.22a, b)
ANmax
Sp =—"7"=
g Aﬂlﬂ&.‘
3
loge (Amax) 108e(Sferrc+B) —108e(SH)In(B) @
SNC - {exp [ 108e(Amax) _ B (3.23)
0 Snc
Smr = SReff _S’ch'c fm (3.24)

where Ay is the amplification ratio, Aymayx is the maximum ampilification ratio of Ay when the
rock spectrum is zero. Parameter fsr is an adjustment factor so that a broadly smoothed
nonlinear soil site spectrum can be obtained and this parameter has a value in a range of
0-1.2, as shown in Table 3.11. The values for this parameter were determined by achieving
visually smoothed nonlinear spectrum at most distance and magnitude ranges. When this
parameter equals zero, only linear amplification ratios are necessary. Note that Aypax iS
determined by strong-motion records for the GMPE, and for the k" site class it is calculated
from the site class term S, as
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Ankmax = exp(Siy) for SC I sites (k = 1)
(3.25a, b)
Aniomax = €xp(Si + S1y)  for SC IL 1111V sites (k = 2,3,4)

In a case when Apax Or Aymay is less than 1.25, the pseudo-crossover rock site spectrum
should be calculated as described in Section 2.

35 MODEL COEFFICIENTS AND STANDARD DEVIATIONS

We established two sets of GMPEs for each earthquake group with identical functional
forms. The first set used all strong-motion records presented in Table 3.2 and Table 3.3, and
the second set used the records presented in Table 3.4 and Table 3.5, excluding those
records from the sites with inferred site class. We used maximum log-likelihoods (MLL) from
the two models to identify the effect of excluding the records from sites with an inferred site
class. However, MLL usually increases when the number of records is reduced when all data
have the same statistical properties. To account for the reduction in the number of data, we
calculated a weighted MLL, i.e., the MLL values multiplied by the number of records in the
data group and then divided by the number of records from the first dataset. The differences
between the weighted MLL from the second dataset and those from the first dataset are
presented in Figure 3.9. We refer to the differences as the site information quality effect, a
positive value suggesting that a better model can be derived when records from sites with an
inferred site class are excluded, and a negative value suggesting that the exclusion leads to
a worse model. For the subduction interface model the improvement is significant at all
spectral periods, with the increase in the weighted MLL being over 25 at all spectral periods
except 5.0s. For the subduction slab models, the increase varies between 18 and 75,
suggesting a better model without those records from sites with inferred site class. For SC-
UM events, the model from the 2nd dataset has a much larger weighted MLL than that from
the first dataset at spectral periods over 0.8s, while model from the first dataset has a larger
weighted MLL than that from the second dataset at PGAs and other spectral periods up to
0.8s. Overall, the exclusion of the records from sites with an inferred site class improves the
model fit and we present the model parameters from the 2nd set of GMPEs.

We adopted the magnitude scaling rates d.,, dix and ds, for large SC-UM events, subduction
interface events and subduction slab events with a magnitude of 7.1 or larger from the Zhao
(2014) and Zhao et al. (2014) studies. Figure 3.10 shows the values for d., for each spectral
period and the solid line is used in this study. Figure 3.11(a) shows the values of d; and the
ratio of d,/c;, for subduction interface events and Figure 3.11(b) shows the values of ds; and
the ratio of ds,/cs, for subduction slab earthquakes. The magnitude scaling rates for events
with an My, over 7.0 are much smaller than those for the smaller events.

The strategy of determining model parameters is presented next. The first step is to include
all terms as presented in Equations (3.1-3.15) as well as others not presented in this report,
including magnitude squared term, geometric attenuation rate with and without magnitude
dependence, separate depth terms, geometric and anelastic attenuation rates for each type
of earthquakes, but without nonlinear site terms in each set of models. For example, for the
SC-UM group, an anelastic term is used for both types of events and an additional anelastic
term was used for the upper mantle events. We then used the AIC criterion to test if the term
for the upper mantle events was statistically significant. If the term is not statistically
significant, this term can be eliminated and the two types of event have the same anelastic
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attenuation rates. If the term for the upper mantle event is statistically significant but has an
opposite sign to the coefficient of the shallow crustal events, we then use two separate
anelastic attenuation rates for the two types of events and a statistical test is performed for
both of them. This process was carried out for all spectral periods and all regression
coefficients. For each term, we calculate the ratio between the mean value and the standard
deviation of the term and statistical tests started from the term that has the smallest
mean/standard deviation ratio. For practical use, we need not only a set of models that have
the best statistical properties but also a model that would produce a moderately smooth
spectrum over the spectral period range. If a term is statistically significant at only a very
small number of spectral periods, then it is set to zero. Usually the elimination of such terms
does not lead to significant reduction in MLL. For a term that is statistically significant at a
number of consecutive spectral periods we smooth the values of this term using a polynomial
function of loge(T), with T denoting the spectral period. The smoothing is carried out for most
terms. However, this smoothing of the model terms does not guarantee a smoothed
spectrum over all spectral periods, especially at the limits of any magnitude, distance and
depth range. We did not attempt to modify the model coefficients further to produce smooth
spectra at all parameter ranges.

Table 3.12 presents the coefficients in the model for SC-UM events described in Equations
(3.1), (3.2), (3.6) and (3.10). These coefficients have been smoothed with respect to loge(7).
For PGA, T=0.02s was used in the smoothing function. Figure 3.12 compares the depth term
from the Chiou and Youngs (2008) model with those in the present study. The negative
values for the depth are retained in this study, as we interpreted the term as a depth effect
relative to the depth of the upper mantle events, i.e., the depth term for shallow crustal
events with a depth close to 25km is reduced by the depth term relative to the upper mantle
events that does not have a depth term. The values for the depth term from the Chiou and
Youngs (2008) is much larger than those from the present study. One reason for the small
depth term in this study is that a part of the surface rupture effect in the Chiou and Youngs
(2008) model is accounted for by the reduced magnitude scaling for large events, because
most large earthquakes in our dataset has surface rupture. It is difficult to be certain which
modelling is better than the other.

Figure 3.13-Figure 3.20 present the distribution of the between-event residuals with respect
to magnitude and depth to the top of the fault, and within-event residuals with respect to
magnitude and source distance for the SC-UM model. Ideally the trend line fitted to the
residuals should have a zero value over the full parameter range; a non-zero slope in the
trend line indicates a biased residual distribution. If the trend line has a non-zero slope, a
term should be introduced to correct the bias only when the slope is statistically significant.
None of the residuals is apparently biased; the slopes of the trend lines are not statistically
significant, including for those spectral periods not presented in this report. Also, the
smoothing of coefficients with respect to spectral periods leads to an apparent biased
distribution of between-event residuals with respect to magnitude and depth as shown in
Figure 3.19 but the slopes are not statistically significant.

Table 3.13 presents the smoothed coefficients in the model for subduction interface events
described in Equations (3.3), (3.4), (3.11) and (3.12). Note that the anelastic attenuation
coefficient for the deep subduction interface events is zero. Also the coefficients for the
logs(r;+200) term are the same as those for the SC-UM records. Figure 3.21-Figure 3.28
present the residual distributions for the subduction interface model. Nearly all distributions
are unbiased, even though many coefficients were smoothed with respect to the logarithm of
spectral periods.
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Table 3.14 presents the smoothed coefficients in the model for subduction slab events
described in Equations (3.5), (3.14) and (3.15). Figure 3.29-Figure 3.36 show the residual
distribution for the subduction slab model. All trend lines have nearly zero slope even though
all coefficients have been smoothed with respect to spectral periods.

However, if the residual distributions, especially the within-event residuals with respect to
source distance, are grouped together for a number of depth ranges, the distribution within
each depth group is biased. Zhao (2010) shows that these biased distributions can be
corrected by using depth-dependent geometric attenuation functions and Zhao (2010)
presented a number of possible physical reasons. The models using depth-dependent
geometric attenuation functions are presented elsewhere (Zhao et al. 2014).

The coefficient ¢,=1.151 was used for all models except for PGA and short periods up to
0.25s for SC-UM model. The modification was used to avoid the magnitude-distance
oversaturation. For shallow crustal events, we found that the spectrum from reverse faulting
events is similar to that from strike-slip events. However, we found that the spectrum from
normal faulting events is larger than that from reverse or strike-slip faulting events.
Figure 3.37 shows the event term Fy for the records from shallow crustal events with a
normal faulting mechanism, varying between 0.349 (at a spectral period of 0.15s) and 0.0835
(at spectral period of 5.0s). This is a surprising result, because normal faulting events in the
NGA models, for example, the Abrahamson and Silva (2008) model, have a negative value
of -0.06 while the coefficient for this term is positive in the present study. Among 70 shallow
crustal events in the dataset presented in Table 3.4 and Table 3.5, 18 are normal faulting
events with a magnitude range of 5.0-6.6 that occurred in a time period between 12 March
2011 and the end of April in 2012, after the My=9.0 2011 Tohoku earthquake. Figure 3.38
shows the location of these earthquakes and they are all above the fault plane of the 2011
Tohoku earthquake. Because of their concentration in a relatively small region, it is not
possible to be certain whether the event terms for normal events presented in Figure 3.37
are applicable to normal events in other regions in Japan. There were four shallow crustal
events with a normal focal mechanism presented in the dataset used by Zhao et al. (2006a).
Their locations are also presented in Figure 3.38. They are not in the same region as the
normal events in the present study. Zhao et al. (2006a) reported that the term for normal
events was positive and this term was set to zero in their model.

Figure 3.39(a) shows the coefficients for the linear magnitude terms, ¢, Cins, Cinip @nd cs, ¢ for
SC-UM events, shallow and deep interface events and slab events with My<7.1 respectively.
The values of c¢,, and ¢p are quite similar while the slab events have a much higher
magnitude scaling rates than the other types of events at all spectral periods. The magnitude
squared term cg;» will enhance the overall magnitude scaling rate for the slab events with a
magnitude less than about 6.3. Figure 3.39(b) shows the magnitude-squared term cs... This
coefficient is positive, varying between 0.0741 at spectral periods of 5.0s and 0.4364 at
0.10s. The subduction slab model by Zhao et al. (2006a) has a magnitude-squared term for
the slab events and this term is also positive, leading to a rapid increase in the predicted
spectrum with increasing magnitude. In fact, the positive magnitude-squared term in their
model should be used only for small events. When the magnitude-squared term is used over
the full magnitude range, it leads to an unrealistically large spectrum for large events. In the
present study we used linear magnitude scaling for large events to ensure a realistic
predicted spectrum for these events. The magnitude-squared term for small events will lead
to a similar magnitude scaling rate for these events as in the Zhao et al. (2006a) model.
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Figure 3.40(a) compares the anelastic attenuation rates (the absolute values of coefficients
in percentage) for shallow crustal, upper mantle and shallow interface events. For spectral
periods over 0.3s, shallow crustal events have the smallest anelastic attenuation rate, and
the shallow interface events have the largest anelastic attenuation rate. At short periods less
than 0.3s, upper mantle events have the largest anelastic attenuation rate. Because each
event group has a different geometric attenuation coefficient, the differences in the anelastic
attenuation rates between groups do not necessarily reflect the differences in the Q values
between different tectonic locations. Generally, we would expect that the Q value in the
upper mantle would be smaller than the Q value in the crust and the Q value in the crust
close to the subduction trench would be smaller than the Q value in the other parts of the
crust (Zhao 2010). Figure 3.40(b) compares the anelastic attenuation rates for shallow
crustal and slab events and the depth dependent attenuation rate for slab events at a depth
of 150km. At short periods up to 0.3s, the anelastic attenuation rate for shallow crustal
events is considerably larger than that for slab events; at longer periods these two rates are
similar. Figure 3.41(a) shows the near-field geometric attenuation coefficient gy presented in
Equations (3.6), (3.9) and (3.10) and in Table 3.12. The near-field attenuation coefficient has
a negative value for spectral periods up to 2.5s and becomes positive at longer spectral
periods. Figure 3.41(b) shows the far-field geometric attenuation coefficient g.. in Equations
(3.6), and in Tables 3.12.

Figure 3.42 shows the anelastic attenuation rates for travel paths within volcanic zones as
shown in Figure 3.43. It is particularly interesting that the attenuation rate for the SC-UM
events is the smallest in absolute value, that the slab events have the largest rates at
spectral periods less than about 1.3s, and that the values for all three types of earthquake
are similar at longer spectral periods, where they tend to zero. It is possible that the
horizontal distance is shorter than the actual volcanic distance for deep events and that the
difference increases within increasing fault depth. Using slant distance in the volcanic zones
may lead to similar anelastic attenuation rates for all three earthquake categories. It is also
possible that the lateral dimensions of the low-Q volcanic materials may increase with
increasing depth. Because of the simple and to some extent arbitrary volcanic zones
assigned by Zhao (2010), we cannot be certain on this aspect. A systematic 3-D Q-value
inversion may be necessary to explain this feature.

Figure 3.44 presents the coefficients for the linear site terms from 3 models for SC II, SC IlI
and SC |V sites. All linear site terms have a trough at 0.05-0.1s. The linear site terms for SC
Il sites have maximum values at around 0.3s which is the middle period for SC Il sites. The
linear site terms for SC |l site have maximum values at about 0.5s which is also the middle
period for SC Il sites, while SC IV sites have peak values at periods over 1.0s. These results
are very similar to those of Zhao et al. (2006a and 2006b). For SC || sites, the site terms for
subduction interface records are generally larger than those from the other two types of
events at most spectral periods. The values for the slab events are smaller than those for the
other two types of events at short spectral periods up to 0.3s. At spectral periods over 1.25s
the values for crustal and upper mantle records are smaller than those for the other two
types of events as shown in Figure 3.44(a). For SC Ill sites, the site terms are nearly
identical at spectral periods up to 0.3s, and the values for slab events are larger than the
others as shown in Figure 3.44(b). For SC |V sites, the site terms from the three types of
events are very similar for spectral periods up to 0.3s. At longer spectral periods, the terms
for crustal and upper mantle have the largest values and the terms for subduction slab
events have the smallest values. Table 3.15 presents the results of the t-test using the
number of sites and the between-site standard deviations for three event-group pairs. In this
table, a zero value indicates that the site terms for the event pairs do not differ at the 5%
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significance level. The SC IV site terms for crustal and upper mantle events within a spectral
period range of 0.35s-0.6s differ significantly from those of interface events. The SC IV site
terms from SC-UM events within a spectral period range of 0.3s—1.5s differ significantly from
those of the slab events, with the largest difference being about 20%. For all other event
pairs most of the site terms are statistically similar and hence the same site terms can be
used for these event pairs. For those site terms that are statistically different, the differences
may be due to different frequency contents as suggested by the study of Zhao et al. (2009)
and Zhao and Zhang (2010) or by coincidence.

Tables 3.16—3.18 present the within-site and between-site standard deviations derived from
the within-event residuals by using a random effects model described in Equation (3.17), for
SC-UM event group, subduction interface and subduction slab event groups. The between-
site standard deviation is an indicator of how well the site terms in the GMPEs model the site
effects, at least in theory. In this study site class is used as the site parameter. It is possible
that the between-site standard deviation may be reduced if a better site parameter, such as
site period, is adopted. The within-site residuals contain the random errors from path effects,
and other random errors cannot be reduced by an improved model for site effect in theory.
The ratio of og/1s varies in a range of 0.65-1.58, but the average values in each site class
and the overall average values are very close to 1.0.

For each site class, we define the total site standard deviation as

= Fs v
OsTk = ’C’s.k + TS5k (3.26)

where the subscript k denotes the site class number.

Figure 3.45 compares the total site standard deviations from four site classes with the within-
event standard deviations for each earthquake. Figure 3.45(a) shows that the total site
standard deviations for different site classes are similar to the within-event standard
deviations, but the differences among different site classes are considerable at some
spectral periods. For the SC-UM event group at spectral periods up to 0.6s, the total site
standard deviations for SC IV sites are smaller than most of those of the other site classes
and less than the within-event standard deviations. The SC IV total site standard deviations
are the largest ones for spectral periods over about 0.8s. At very short periods, the total site
standard deviations from all site classes are very similar. Figure 3.45(b) shows that SC IlI
sites have the smallest standard deviations at short periods, and SC |V sites have the largest
standard deviations at long periods. For slab events, Figure 3.45(c) shows that the standard
deviations for all site classes are very similar at spectral periods over 0.5s. At short periods,
SC | sites have the largest total-site standard deviation; the largest difference among the four
site classes is close to 20%. These results show that the total site standard deviations tend
to be large at spectral periods similar to the average site periods of each site class,
presumably caused by resonate response of the soil sites, except for the slab events at long
spectral periods. We do not have a plausible explanation for the similar standard deviations
for slab event at spectral periods over 0.6s for all four site classes.

For both within- and between-site standard deviations, the differences among the four site
classes are considerable at many spectral periods. Table 3.19 shows the F-test probabilities
for the hypothesis that the within-site residuals from each pair of earthquake groups have
statistically similar standard deviations. Table 3.20 shows the probabilities for the hypothesis
that the between-site residuals from each pair of the earthquake groups have statistically
similar standard deviations in each site class. The cells that have probabilities less 5% are
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presented in bold font, meaning that the standard deviations of the two event groups differ at
the 5% significance level. For within-site standard deviations about 28% of the pairs have
statistically different values and only 23% of the pairs with statistically different between-site
standard deviations. Statistically different within-site standard deviations mean that the path
effects among different event groups are not modelled equally well. Statistically different
between-site standard deviations suggest that the scatter due to site effect differs from one
type of event to another, a possible result of interaction between site effect and earthquake
categories as described by Zhao and Zhang (2010).

Figure 3.46-Figure 3.49 show the within-site and between-site standard deviations of SC II,
SC Il and SC |V sites for the three groups of events. Together with Table 3.19,
Figure 3.46(a) shows that the within-site standard deviation of the SC | sites from the SR-UM
group is statistically larger than from the subduction interface group in a spectral period
range of 0.1-1.25s. The within-site standard deviation of the SC-UM group in a spectral
period range of 0.4-0.6s is statistically larger than that of the subduction slab events. The
within-site standard deviation of slab events is statistically larger than those of the interface
events in a spectral period range of 0.1-1.0s, as shown in Table 3.19. The differences are
practically significant too, with the largest difference about being 15%. Figure 3.46(b) shows
that between-site standard deviations are very similar at spectral periods greater than 0.3s.
However, the slab events have the largest values at short periods, while the SC-UM events
have the smallest values for spectral periods less than 0.3s. These differences are
statistically significant as shown in Table 3.20.

Figure 3.47 shows the within- and between-site standard deviations for SC Il sites. The
within-event standard deviations from each pair of earthquake groups are statistically
different at only a smaller number of periods. Similar to SC | sites, the values for 7 among
the three models are statistically different at short periods up to 0.25s while they are very
similar for the other spectral periods. The difference between the SC-UM and slab groups is
statistically significant for PGA and spectral periods up to 0.25s, as shown in Table 3.20.

Figure 3.48 and Figure 3.49 show the within-site and between-site standard deviations for
SC Il and SC IV sites respectively. The differences among the three models are
considerable and statistically significant at some spectral periods. For SC Ill sites, the
between-site standard deviations at long periods are still similar but for SC IV sites they differ
significantly. For all site classes for PGA and at short periods, the between-site standard
deviation of the slab events is the largest and that of the SC-UM event group is the smallest,
among the three event groups, as shown in Figure 3.49b.

Figure 3.50 shows the model standard deviations from the three GMPEs, and Table 3.21
presents the F-test probabilities among the three models. For the within-event standard
deviations, the F-test probabilities are larger than 5% for all spectral periods. All three models
have similar within-event standard deviations at many spectral periods. The differences
between SC-UM and the two subduction groups in a period range of 0.4 and 1.25s and at a
few other long spectral periods are statistically significant, with the F-test probabilities
presented in Table 3.21 being less than 5%. The total standard deviations from the
subduction slab events at PGA and in a spectral period range between 0.05s and 0.2s are
much larger than those for the other two earthquake groups as shown in Figure 3.50(c). One
possible interpretation for the statistically similar between-event standard deviation is that the
source effects for the three event groups (four event source categories) are modelled
uniformly well, with each event group having different magnitude scaling functions and depth
terms. The statistically different within-event standard deviation among the three event
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groups may suggest that the path and site effects are not modelled uniformly well. Zhao
(2010) showed that the depth-scaled geometric attenuation functions with multiple-linear
segments improved the model fitting significantly. The simple functions for the geometric
attenuation used in the present study for the three event groups may mean that not all
groups are modelled equally well. Of course, it is possible that one type of earthquake may
have a larger inherent scatter than the others no matter how well the models perform.

Table 3.22 shows the coordinates for the volcanic zones used to compute the distance x",
the portion of the straight line distance (the closest distance between a fault and a station)
that passes through the volcanic zones.

3.6 PREDICTED RESPONSE SPECTRA

Though each model parameter has been smoothed with respect to the logarithm of spectral
periods, the model does not provide smoothed spectra at all magnitude and distance ranges.
The adjustment of the nonlinear soil site spectra leads to a broadly smoothed nonlinear
spectrum. Next, we present the predicted spectra for various magnitude, depth and distance
ranges.

Figure 3.51-Figure 3.54 show the predicted spectra for shallow crustal events with
magnitudes of 5.0, 6.0, 7.0 and 8.0, a fault depth of 1km, and at a source distance of 1km for
four site classes plus the rock sites. Note that the rock site spectrum and the SC | site
spectrum are also presented in the figures for the four site classes, for easy comparisons
between the soil spectra and the rock/SCI spectra. For a magnitude 5.0 event, the PGA is
0.54g for a SC | site, and 0.39g for a rock site. Among the spectral periods modelled, the
largest SCI spectrum is 1.23g at 0.15s and the largest rock spectrum is 0.88g at 0.1s. The
nonlinear soil spectrum is practically identical to the SC | spectrum. For SC |l sites, the PGA
for the nonlinear soil spectrum is 0.68g, reduced from 0.72g for the elastic soil spectrum. For
SC Il and SC IV sites, the nonlinear soil spectrum at short periods is about 15-20% less
than the elastic soil spectrum. Figure 3.52(a) shows that for an M,,=6 event the SC | PGA is
0.84g, the rock site PGA is 0.61g and the nonlinear spectrum has a PGA of 0.80g, nearly
identical to the SC | PGA. The PGA for the nonlinear soil spectrum is 0.80g for SC Il sites,
0.80g for SC Il sites and 0.77g for SC IV sites, as shown in Figure 3.52(b)-3.52(d). The
nonlinear soil spectrum for both SC Il and SC IV sites is much smaller than the elastic soil
site spectrum in a spectral period range of 0.1-0.6s.

Figure 3.53 shows the predicted spectra for an My=7 event. The SC | PGA is 1.04g, the rock
site PGA is 0.75 and the nonlinear soil site PGA is 1.03g. The nonlinear soil site PGA is
1.15g for SC Il sites, 0.92g for SC Il sites and 0.84g for SC IV sites, much smaller than
those for the corresponding elastic soil PGAs. The nonlinear soil spectra for SC I, Ill and IV
sites are much smaller than the elastic soil spectra in a spectral period range around the
period of the peak spectra.

Figure 3.54 show the spectra from an M,,=8.0 event. The SC | PGA is 1.26g, the rock site
PGA is 0.92g and the PGA for a SC IV nonlinear soil site spectrum is 0.88g. The increase
from the PGA of a magnitude 7 event is small at short periods and zero at periods over 3s.
The nonlinear site spectra for SC Il, SC Ill and SC |V sites are markedly smaller than the
corresponding elastic soil spectra in a considerable period range around the period of the
peak SCI spectrum.

GNS Science Consultancy Report 2014/236 83



Confidential 2015

Figure 3.55 shows the attenuation of SC | spectrum with source distance for four shallow
crustal events with a depth of 1km over a distance range of 1km to 300km. The term of
g.(x;+200) leads to a reduced geometric attenuation rate for distances over about 30km for
all spectral periods. The change of the geometric attenuation rate is more obvious at long
spectral periods than for short spectral periods, because of the reduced anelastic attenuation
rates at long periods. The term gy, a geometric attenuation coefficient for records within a
source distance of 30km, is negative for spectral periods up to 2.5s as shown in
Figure 3.41(a), leading to an increased geometric attenuation rate within a source distance of
30km. At spectral periods over 3s, gy is positive, leading to a reduced geometric attenuation
rate at short distances as shown in Figure 3.55(d). The magnitude scaling is not fully
saturated at zero distance. Our shallow crustal model has a zero average residual for all
records within a source distance of 30km. Even though the predicted values at a source
distance of 1km are still a significant extrapolation from the data magnitude range, we
believe that model predictions are reasonably well supported by the large near-source PGAs
from the large earthquakes such as the 2008 Wenchuan in China (Lu et al. 2008a, 2008b),
and the 2010 Darfield earthquake in New Zealand (Cousins and McVerry, 2010).

Figure 3.56-Figure 3.59 show the spectra from shallow subduction interface events with a
magnitude of 5, 6, 7, and 8 at a source distance of 20km and a top-of-fault depth of 20km.
For an M,~=5 event in Figure 3.56, the SC | site PGA is 0.086g and the rock site PGA is
0.062g. Among the periods that have been modelled, the peak SC | spectrum is 0.28g at a
spectral period of 0.15s and the nonlinear soil spectra for all site classes are practically
identical to the elastic soil spectra.

Figure 3.57 shows that, for an My~=6 event, the SC | site PGA is 0.27g, the rock site PGA is
0.20g and the nonlinear site PGAs are close to the elastic soil PGA of 0.27g. The nonlinear
soil site spectrum is nearly identical to the corresponding elastic soil spectrum for all site
classes.

Figure 3.58 shows that, for an M,=7 event, the SC | site PGA is 0.61g and the rock site PGA
is 0.44g. The nonlinear soil site PGA is 0.61g for SC | sites, 0.78g for SC Il sites, 0.62g for
SC Il sites and 0.64g for SC IV site. The nonlinear soil site spectrum is smaller than the
corresponding elastic spectrum for SC II, Il and IV sites in a narrow period range around the
spectral period of the peak elastic soil site spectrum.

Figure 3.59 shows that the PGA from an M,,=8 events at SC | sites is 1.05g, and the rock
site PGA is 0.76g. The nonlinear soil site PGA is 1.05g for SC | sites, 1.19g for SC Il sites,
0.92g for SC Il sites and 0.84g for SC IV sites. At short periods up to 0.15s at SC |V sites,
the nonlinear soil spectra are less than the rock site spectra. The nonlinear soil site spectrum
is much smaller than the elastic soil site spectrum in spectral periods up to 0.6s.

Figure 3.60 shows the spectra from an M;=9.0 event with a top-of-fault depth of 14km at a
source distance of 30km. The SC | PGA is 1.08g, and the rock PGA is 0.78g. The nonlinear
soil site PGA is 1.08g for SC | sites, 1.21g for SC |l sites, 0.94g for SC Il sites and 0.85g for
SC |V sites. The spectra from large subduction interface events as shown in Figure 3.59 and
Figure 3.60 have a gentle “trench” centred at about 0.6s spectral periods. We attempted to
eliminate this trench by adjusting the magnitude scaling rates at these spectral periods but
the correction led to a significant reduction in the maximum log-likelihood. We believe that
the “trench” is likely a result of very small number of large events in the dataset and no
correction is adopted.
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Figure 3.61 shows the attenuation of PGA, and spectra at 0.5s, 1.0s and 3.0s spectral
periods from events with a magnitude of 5, 6, 7, 8 and 9 within a source distance range of
20-320km at a fault depth of 20km for the M,,=5-8 events, and a fault depth of 14km for the
Ms=9 event. These figures clearly show the reduced magnitude scaling for events with My,
>7.0. The PGAs in Figure 3.61(a) are similar to the spectra at a spectral period of 0.5s as
shown in Figure 3.61(b).

The between-event residuals for the subduction interface events in Figure 3.22(a),
Figure 3.24(a), Figure 3.26(a) and Figure 3.28(a) shows that the overall modelling for the
Mu=9.0 2011 Tohoku earthquake and the M,=8.3 2003 Off Tokachi earthquake were
reasonable; these results validate the selected bi-linear magnitude scaling for the subduction
interface events. Figure 3.62 shows the residual factor of the between-event residuals, exp(-
n) for each spectral period together with the factor for mean +1 between-event standard
deviation 1, i.e., exp(x1), for these two great subduction interface earthquakes. On average
across all spectral periods, the response spectra from the 2003 M,;=8.3 Tokachi-Oki
earthquake were underestimated by a factor of 0.92 and the long-period spectra over 2.0s
were overestimated significantly, exceeding mean minus one between-event standard
deviation. For the 2011 Mu=9.0 Tohoku earthquake, the spectra on average were
overestimated by about 15% for all spectral periods and this is a fraction of the mean + 1
factor.

Figure 3.63(a) shows the within-event residuals for all records from the Tohoku event and the
trend line suggests predicted PGAs within a distance of 100km are larger than those for the
records at large distances. The trend line fitted to the residuals is a second order polynomial
of source distance and the trend line can be approximated by the following conventional
attenuation function,

loge(y;) = glog.(r)) + ex; + ¢ (3.27)

where g is the geometric attenuation coefficient, e is the anelastic attenuation coefficient, and
¢ is a constant term. The biased residuals distribution within a distance range of 130km can
be corrected by Equation (3.27) with g=-0.25, e=0.0 and ¢=1.24. This means that the
anelastic attenuation for the shallow interface events is adequate for this earthquake if
Equation 3.27 is used. In fact, because one earthquake does not produce median ground
motions, the biased distribution in Figure 3.63(a) is tolerable. Figure 3.63(b) shows the
residuals that is presented in Figure 3.63(a) but the trend line is a third order polynomial of
source distance and clearly that the distribution is biased at a distance within about 70km
and at a large distance over about 200km. The trend line is very similar to those fitted to the
shallow crustal events in the Zhao (2010) study and the biased distribution was attributed to
the Moho reflection effect. The ground motion from a shallow subduction interface event
(within 25km) is likely to be affected by Moho reflection, at least in theory. The trend lines in
Figure 3.63(b) cannot be described by Equation (3.27) adequately and the multi-segmented
linear geometric attenuation functions similar to that used by Zhao (2010) in Equation (1.4) in
section 1 should be used to eliminate the bias.

Figure 3.64-Figure 3.67 show the predicted spectra from subduction slab earthquakes with a
depth of 30km, at a distance of 30km and with My, = 5, 6, 7, and 8 respectively. Figure 3.65
shows that a magnitude 5 event has a PGA of 0.10g at SC | sites and 0.072g at rock sites.
For the other three site classes, the elastic and nonlinear soil site PGAs are nearly identical
at about 0.12g.
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Figure 3.65 shows that the PGA for a slab event with M,,=6 is 0.18g at a SC | site and 0.13g
at a rock site. Again, the elastic and nonlinear soil site PGAs are nearly identical and varies
between 0.18-0.21g, suggesting that the nonlinear soil response is not significant at this
level of ground shaking.

Figure 3.66 shows the spectra from an My~=7 subduction slab event at a source distance of
30km. The SCI site PGA is 0.53g, the rock site PGA is 0.38g and the nonlinear site PGA
varies between 0.53g at a SC | site and 0.64g at a SC |l site while the soil site PGA for SC IlI
and |V sites is smaller than that of the SC |l sites. The nonlinear soil site spectra for SC I, IlI
and |V sites are generally very similar to the corresponding elastic soil site spectra and are
marginally smaller than the elastic soil spectra in a spectral period range of 0.1-0.4s.

Figure 3.67 shows that the SC | PGA is 0.92g for slab events with a moment magnitude of
8.0. The rock site PGA is 0.67g and the nonlinear soil site PGA is 0.92g, 1.02g, 0.86g and
0.78g for SC |, SC I, SC Ill and SC |V sites respectively. The effect of nonlinear soil
response is evident in Figure 3.67(b), (c) and (d) in a period range around the period of the
peak elastic soil spectrum.

Figure 3.68 presents the attenuation of PGA and spectra at periods of 0.5s, 1.0s and 3.0s
with source distance. Because of the positive values of the magnitude-squared term at short
periods, the increase in the spectrum with magnitude increasing from 5.0 to 6.0 is much
smaller than that from 6.0 to 7.0, as shown in Figure 3.68(a) for PGA and (b) for 0.5s
spectra. The increase in the spectrum from magnitude 7.0 to magnitude 8.0 event is smaller
than from 5.0 to 6.0 and from 6.0 to 7.0 at all spectral periods.

Figure 3.69 shows the effect of volcanic path on the predicted response spectra for a shallow
crustal, a shallow subduction interface and a slab event with a magnitude of 7.0 and at a
distance of 60km. The top-of-fault depth is 1km for the crustal event, 20km for the subduction
interface event and 40km for the slab event. The distance within volcanic zones is 0, 20, 40,
and 60km. The attenuation within the volcanic zone is evident. The SC | PGA from the
crustal event is reduced from 0.088g for a zero volcanic distance to 0.078, 0.069 and 0.060g
at volcanic distances of 20, 40, and 60km respectively, as shown in Figure 3.69(a). For the
interface event, the SC | PGA is 0.15, 0.12, 0.10 and 0.080g at a volcanic zone distance of 0,
20, 40 and 60km, respectively, as shown in Figure 3.69(b). The volcanic path effect for the
subduction interface event is larger than that for the shallow crustal event. Figure 3.69(c)
shows that the volcanic path effect for slab events is much greater than those for shallow
crustal and subduction interface events. The SC | PGA is 0.25g, 0.18g, 0.098g and 0.073g at
a volcanic distance of 0, 20, 40 and 60km. For all events, the volcanic path effect diminishes
to a negligible level at long spectral periods over about 1.0s.

Discussion and conclusions

We have presented a set of ground-motion prediction equations (GMPEs) based on the
strong-motion records from four categories of earthquakes in Japan — shallow crustal events
with a focal depth of 25km or less, upper mantle events that are above the subduction
interface but with a depth over 25km, subduction interface, and subduction slab events. We
combined the shallow crustal and upper mantle (SC-UM) events as one group, because of
the relatively small number of records in the upper mantle category, and developed a GMPE
for this group plus two separate GMPEs for the subduction interface and slab events. The
models used simple geometric attenuation functions, with the coefficients differing among
different earthquake categories. The model adopted a linear magnitude term for events with
an M,=7.1 and the coefficient for this magnitude term was much smaller than that for the
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events with My<7.1. The magnitude scaling rate for the large events was taken from a study
by Zhao (2014) and Zhao et al. (2014), using depth-dependent geometric attenuation
functions both from the Zhao (2010) study and those presented in Section 1. Site classes
based on site period were used as the site term. The effect of volcanoes on the attenuation
of seismic waves was modelled by applying an anelastic attenuation rate to the horizontal
portion of a straight line distance (closest distance), between the fault plane and the
recording station that passes through the assumed low-Q zones around the active
volcanoes.

We have tested the effect of site information quality. We found that the overall goodness-of-
fit of the attenuation models improved significantly after records from sites for which the site
classes were inferred from H/V response spectral ratios or geological descriptions, were
excluded. The model coefficients presented in the present study are from records obtained
from stations that had a measured shear-wave velocity profile down to engineering bedrock.
We also separated the within-event residuals into within-site and between-site residuals
using an approximate random effects model. The separation enabled us to investigate if the
differences among the separately estimated site terms from the three earthquake groups
were statistically significant at a given significance level, such as 5%.

The GMPEs of the three earthquake groups — shallow crustal and upper mantle (SC-UM)
events, subduction interface, and subduction slab events — were found to have three differing
sets of linear site terms, but all had common nonlinear site terms apart from a factor used to
obtain a smoothed nonlinear soil spectrum. Because the number of records with strong
nonlinear soil response was still small, the nonlinear site terms could not be assessed by the
model's goodness-of-fit. Using the linear site terms and the between-site residuals we
compared the linear site terms from the three models. The f-test results suggested that for
many spectral periods the site terms were not statistically different. However, the terms for
SC |V sites derived from the SC-UM group differ statistically from those of the subduction
slab group in a period range of 0.3-2.0s. In a period range of 0.35-0.6s, the terms for SC |V
sites from the SC-UM events differed from those of the subduction interface events. For
nearly all other spectral periods the linear site terms from the three models were statistically
similar. This means that the average of the three site terms could be used for all three
models, if so desired.

We found that the amplification ratios for the SC | sites (rock), with respect to hard-rock sites
(i.e., sites with a shear-wave velocity of 760m/s or more at ground surface), was large. Some
SC | sites had Vs values (the travel time averaged shear-wave velocity to a depth of 30m)
well over 1000m/s. We fitted a linear function of site period to the within-event residuals from
the SC | sites and used the intercept of the fitted model as the logarithm of the
deamplification ratio. The rock spectrum can be obtained by, dividing the SC | spectrum by
the deamplification ratios. We refer the logarithm of the deamplification ratio as the hard-rock
site term. The smoothed deamplification ratios varied from 1.054 (at 0.05s spectral period) to
2.05 (at 0.3s). The peak ground acceleration (PGA) deamplification ratio was 1.38. Some of
the large deamplification ratios may have been caused by the presence of thin layers of soft
soil and large impedance ratios. Because the soil layers were thin, very little nonlinear
response would be expected to develop under moderately strong ground shaking.

We found that the models for SC-UM and subduction interface records had a magnitude-
distance oversaturation, i.e., the response spectrum at source (zero distance) decreased
with increasing magnitude. This effect cannot be justified physically, and so to eliminate it we
adopted a distance constant term. Another way of removing the effect was to reduce one of
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the near-source terms. However, this method was rejected because the near-source term
was based on the relationship of earthquake magnitude and fault length, and we felt that a
significant reduction of either was not physically plausible.

We also presented the within-site and between-site standard deviations derived from the
within-event residuals. If the site model is improved, the between-site standard deviations
can be reduced, while the within-site standard deviations can be reduced if the model for
path effect is improved, in theory. On average, the within-site and between-site standard
deviations from different earthquake groups were very similar but some differed significantly.
It is possible to use different standard deviations for different site classes and for different
earthquake categories, but is only necessary if the standard deviations are statistically
different. We tested the between-site and within-site residuals from three models to check
whether they had statistically similar standard deviations. Our results suggested that only
20% of the combinations in three earthquake-group pairs (at 25 spectral periods) had
statistically different between-site standard deviations, and that only 30% of the within-event
standard deviations were statistically different. When the different spectra from a probabilistic
seismic hazard analysis using different standard deviation values are obtained but the
standard deviations selected are statistically similar, the differences in the calculated hazard
spectra are not meaningful. The results from the statistical tests among different standard
deviations presented in this manuscript are therefore important.

Three sets of within-event and between-event standard deviations have been presented. The
smallest ratio of within-event standard deviations from each pair of earthquake groups was
0.91 and the largest ratio was 1.08. Also the between-event standard deviations from the
three models did not differ statistically. The within-event standard deviations among the three
models varied moderately; with the smallest ratio of within-event standard deviations from
each model pair being 0.88 and the largest ratio being 1.25. The total standard deviation
ratios between each model pair varied between 0.93 and 1.11 among the three models.

We found that the magnitude scaling rates for subduction slab events were considerably
larger than those for the other types of earthquakes, and that a magnitude-squared term was
necessary for the slab events. We also found that the normal shallow crustal events
produced larger response spectra than the reverse and strike-slip events. The spectra from
the reverse and strike-slip events were similar. However, the normal shallow crustal events
were all located above the fault plane of the M,,=9.0 2011 Tohoku earthquake, and occurred
after this great event. It is possible, therefore, that the event term from these normal events
may not be applicable to normal shallow crustal earthquakes in other regions of Japan or in
the other parts of the world.

A set of anelastic attenuation rates for the portion of the straight line distance (the shortest
distance between the fault plane and a station) that passes through volcanic zones was
derived for the three groups of earthquakes. The absolute values of the anelastic attenuation
rates from different tectonic categories of earthquakes differed significantly, with the values
for subduction slab events being the largest and the values for the SC-UM events being the
smallest among the three models. It is possible that these differences are caused by the use
of horizontal volcanic distance in our model, as the difference between the horizontal
volcanic distance and the slant distance within the volcanic zones increases with increasing
depth, leading to large attenuation rates for deep earthquakes. It is also possible that the
lateral dimensions of the low-Q materials in the volcanic zones increase with increasing
depth. That increase could lead to large anelastic volcanic-zone attenuation rates for
subduction slab events, because the subduction slab events are generally deeper than the
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events in the other tectonic categories. Our approach to the modelling of volcanic zones
appears to be more plausible than using a factor for fore-arc and back-arc stations (Boore
etal. 2009 and Ghofrani and Atkinson 2014). Also our modelling approach has a self-
correction effect for Japan, i.e., if the length of the volcanic path is larger than the actual
values, the anelastic attenuation rate for the volcanic effect will be smaller. Our purpose in
modelling the volcanic path is not only to model the volcanic effect accurately, but also to
improve the models for other subduction zones without the presence of volcanoes. If the
volcanic effect is not modelled, the effect will be buried in the increased standard deviations.

If our model is used for other subduction zones where there are no volcanic zones, the effect
of the volcanoes in Japan will be essentially removed when we assign a zero value to the
corresponding terms for the volcanic effect.

The nonlinear soil site terms were derived from equivalent linear 1-D analyses on site models
based on the shear-wave velocity profiles of the Kik-net stations as described in Section 2.
However, for SC Il and SC IV sites, the Kik-net stations tended to have thick soil layers. For
a given site period, the average shear-wave velocity of the soil is proportional to the layer
thickness. Therefore, the impedance ratio as defined in Section 2 would be smaller for a
deeper soil site (given the same rock site shear-wave velocity). As we did not model the
effect of impedance ratios in the present study, the nonlinear soil site terms were calculated
from the average impedance ratios of the selected Kik-net stations, though we believe that
the GMPE presented in this report is probably more suitable for soil sites with low impedance
ratios (i.e., less than 3.5), than for soil sites with high impedance ratios.

Another undesirable feature of the present models is the discontinuity at the boundaries
between various earthquake groups. For example, the predicted spectra from an earthquake
with a depth smaller than 25km (shallow crustal events) would differ from those from an
upper mantle earthquake with a depth of 26km. The subduction interface events have the
same depth boundary problem. We did not attempt to put all events in one tectonic category
and then use continuous variables to model all the observed differences. Although it can be
done in theory, it would be impossible to do in practice untii we understand the
characteristics of different earthquake categories and have a sizeable and a similar number
of records from each category so that data in the most numeral group would not affect the
estimates for the coefficients from the least numeral group. Another problem is the
uncertainty associated with earthquake classification, especially the poorly constrained
assumption of a depth tolerance of 5km above or below the subduction interface for defining
subduction interface events. We would recommend that for an event located at one or other
of the boundaries, to account for the error range associated with the event classification, the
users can take the average ground motion from the two competing models, at least until the
creation of a model that does not have an abrupt change in parameters between the event
categories.
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Table 3.1 Site class definitions used in the present study and the approximately corresponding NEHRP site
classes (BSSC 2000).
: V3, calculated -
Site i Natural & ; NEHRP site
Description : from site
class period . classes
period
SCI Rock T<0.2s V3> 600 A+B+C
SCll Hard soil 02=sT< 300 < V5= 600 Cc
0.4s
SCl Medium soil 04=<T< 200 < V3= 300 D
0.6s
SC IV Soft soil Tz0.6s V3 < 200 E+F

Table 3.2

Number of events in each region and each focal mechanism group for all events from Japan.

Focal mechanism Total in
Earthquake
Ao E ] each EQ
gory Reverse | Strike-slip Normal category
Crustal 36 21 19 76
Upper mantle 26 5 16 47
Interface 75 1 76
Slab 98 13 25 136
Total in each FM group 235 39 61 335

90

GNS Science Consultancy Report 2014/236




Confidential 2015

Table 3.3 Number of records in each tectonic category and each focal mechanism group, for all records from
Japan.
Focal mechanism Subtotal in each
Tectonic category
Reverse | Strike-slip | Normal EQ category

sCli
Crustal 969 649 482 2100
Upper mantle 491 101 393 985
Interface 1563 1563
Slab 1618 105 308 2031
Subtotal in each FM group 4641 855 1183 6679

sCll
Crustal 580 365 302 1247
Upper mantie 31 60 206 577
Interface 995 995
Slab 1103 86 165 1354
Subtotal in each FM group 2989 511 673 4173

Sc il
Crustal 209 116 115 440
Upper mantle 77 17 49 143
Interface 360 360
Slab 365 19 59 443
Subtotal in each FM group 1011 152 223 1386

SC IV
Crustal 392 208 182 782
Upper mantle 182 31 70 283
Interface 656 2 658
Slab 693 55 134 882
Subtotal in each FM group 1923 294 388 2605
Total in each FM group 10564 1812 2467 14843
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Table 3.4 Number of selected events in each earthquake category and each focal mechanism group from
Japan.

Earfhqnake/category Focal mechanism Total in each
Reverse | Strike-slip | Normal | EQ category

Crustal 35 17 18 70

Upper mantle 26 5 16 47

Interface 60 60

Slab 95 10 20 125

Total in each FM group 216 32 54 302

Table 3.5 Number of selected records in each earthquake category and each focal mechanism group.

Focal mechanism Subtotal in
Earthquake category _ each EQ
Reverse | Strike-slip | Normal category
sScl
Crustal 959 535 474 1968
Upper mantle 485 101 393 979
Interface 1497 1497
Slab 1609 91 303 2003
Subtotal in each FM group 4550 727 1170 6447
scll
Crustal 560 266 238 1064
Upper mantle 296 60 206 562
Interface 787 787
Slab 1057 79 157 1293
Subtotal in each FM group 2700 405 601 3706
sC 1
Crustal 203 80 88 371
Upper mantle 71 17 49 137
Interface 285 285
Slab 344 13 58 415
Subtotal in each FM group 903 110 195 1208
SCIv
Crustal 374 92 146 612
Upper mantle 169 31 64 264
Interface 547 547
Slab 672 52 127 851
Subtotal in each FM group 1762 175 337 2274
[ Total in each FM group 9915 1417 2303 13635
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Table 3.6 Average deamplification ratios with respect to SC | sites, exp(-Sy), for engineering bedrock with a
surface shear-wave velocity over 760m/s.
No. Pa(:; d Ansci | No. PE{:; 2 Amsci | No. Pe(:;:» 2 Amsci | No. Pe{:;) 2 Amsc
1 0.02 1.380 8 0.35 20520 915 0.8 1.822 22 3.5 1.387
2 0.05 1.054 g 0.4 2025 | 16 1 1.791 23 4 1.341
3 0.1 1.196 10 0.45 1.899 | 17 1.25 1.724 24 4.5 1.301
4 0.15 1.568 11 0.5 1.975 | 18 1.6 1.667 25 5 1.265
<) 0.2 1.916 12 0.5 1.931 | 19 2 1.574
6 0.25 2.014 13 0.6 1.891 | 20 2.5 1.500
7 0.3 2.054 14 0.7 1.855 | 21 3 1.439
Table 3.7 Parameters for nonlinear site terms for all sites.
SCI SCIl [SClil | SCIV
(0} 35 3.0 &5 3.0
YN 0.8 1.0 0.9 0.6
Imtav 0.910 1.023 1.034 | 0.737
lmay 3.73 3.07 2.76 3.02
a 20
B 0.6
Table 3.8 Parameters for nonlinear site terms for SC | and SC Il sites.
Ko Period | Amaxip Scip
(s) sCI
1 0.02 1.913 8.629
2 0.05 1.956 5.316
3 0.1 2.083 18.06
scll
1 0.02 2.050 1.95
2 0.05 1.996 1.82
3 0.1 2112 4.01
4 0.156 2.219 5.50
5 0.2 2413 6.80
6 0.25 2.554 8.50
7 0.3 2.586 10.67
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Table 3.9

Table 3.10 Maximum amplification ratios and cross-over rock spectrum from 1-D analyses for SCIV sites.

94

Maximum amplification ratios and cross-over rock spectrum from 1-D analyses for SC Il sites.
No. Period (s) | Amaxin Scip No. | Period (s) | Amaxio Scip

1 0.02 1.914 1412 8 0.35 2179 2.304

2 0.05 1.852 1.184 9 0.4 2.288 2.236

3 0.1 2.033 1.869 10 045 2.402 2.217

4 0.15 2.104 2.571 11 0.5 2.522 2.243

L] 0.2 2.054 2913 12 0.6 2.648 2.805

) 0.25 1.925 2719 18 0.7 2.780 6.658

7 0.3 2.006 2.418

No. | Period (s) | Amaxio | Scip No. Period (s) | Anaxin Scio
1 0.02 1.521 0.867 11 0.5 1.945 1.625
2 0.05 1.368 | 0.810 12 0.6 1.976 1.525
3 0.1 1.603 | 1.217 13 0.7 2.025 1.397
- 0.15 1.741 1.516 14 0.8 2.043 1.320
5 0.2 1.809 | 1.700 15 0.9 2.022 1.266
6 0.25 1.832 | 1.790 16 1 1.970 1.227
7 0.3 1.861 1.823 17 1.25 1.843 1.221
8 0.35 1.886 | 1.790 18 15 1.729 1.318
g 0.4 1.908 | 1.768 19 2 1.729 2126
10 0.45 1.928 | 1.675 20 2.5 1.729 2.932
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Table 3.11  Adjustment factors for cross-over rock site spectrum.

Shallow crustal Upper mantle - Subduction interface Subduction slab
| Il 1l v | 1l 1l v I 1l I v | ] 1] v
0.02 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
0.05 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
0.1 1.0 1.0 1.2 1.120 1.0 1.0 1.20 1.0 1.0 14 1.25 1.25 1.0 1.2 1.30 1.0
0.15 1.0 1.0 12 1.140 1.0 0.85 1.10 1.0 0.0 1.0 1.20 1.0 0.0 0950 | 1.19 1.0
0.2 0.0 | 0920 | 0.800 | 1.030 | 0.0 0.85 | 0.88 1.0 0.0 10 [ 0900|0930 | 00 | 0850 | 0928 1.0
0.25 00 | 0921|0550 | 0943 | 00 085 | 0865 1.0 0.0 1.0 [ 0.700 | 0.930 | 0.0 | 0.850 | 0.645 1.0

T (s)

0.3 0.0 | 0.761 | 0.470 | 0.867 | 0.0 0.80 | 0.54 | 0.90 0.0 1.0 [ 0675|0950 | 00 | 0.825 | 0.625 1.0
0.35 0.0 1.0 | 04886 | 0.823 | 0.0 1.0 055 | 0.95 0.0 1.0 [ 0737 | 0950 | 0.0 10 | 0655 | 1.0
0.4 0.0 1.0 | 0490 | 0.804 | 0.0 1.0 0.55 | 0.95 0.0 1.0 | 079¢ | 1.0 0.0 1.0 | 0685 | 1.0

0.45 0.0 10 [0512| 0787 | 0.0 1.0 0.57 1.0 0.0 1.0 (0850 | 1.0 0.0 10 (0715| 10
0.5 0.0 10 [0538|0792( 00 1.0 0.60 1.0 0.0 1.0 [ 0900 | 1.0 0.0 10 (0745| 10
0.6 0.0 10 [0605| 0827 | 00 0.0 0.65 1.0 0.0 10 | 0950 | 1.0 0.0 10 (0775| 1.0
0.7 0.0 00 (0730|0882 | 00 0.0 0.85 1.0 0.0 0.0 1.0 1.0 0.0 10 [0805| 10
0.8 0.0 0.0 [0920| 0949 | 00 0.0 0.90 1.0 0.0 0.0 1.0 1.0 0.0 00 | 0835 | 10
09 0.0 0.0 1.0 1.0 0.0 0.0 1.0 1.0 0.0 0.0 1.0 1.0 0.0 0.0 1.0 1.0

1 0.0 0.0 1.0 1.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 1.0
1.25 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 1.0
1.5 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 1.0

2 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0
25 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.80 0.0 0.0 0.0 1.0

3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
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Table 3.12 Model parameters for shallow crustal and upper mantle (SC-UM) earthquakes.

8

T(s)| o (73 Cer de, Fn b, Ger Yum Gern gL

PGA | -3.519 0.9 1.0896 | 0.200 | 0.3196 | 0.00908 | -1.2570 | -1.0930 | -0.4953 | 1.2408
0.05 | -3.852 | 0.95 | 1.0259 | 0.200 | 0.3141 | 0.00302 | -1.1929 | -1.0420 | -0.4052 | 1.1735
0.10 | -4.189 1 1.0030 | 0.200 | 0.3816 | 0.00224 | -0.8730 | -0.7660 | -0.6068 | 1.2002
0.15 | -4.882 1.1 1.1046 | 0.200 | 0.3616 | 0.00388 | -0.9916 | -0.8316 | -0.7650 | 1.5518
0.20 | -5.233 | 1.151 | 1.1752 | 0.200 | 0.3298 | 0.01064 | -1.1050 | -0.9094 | -0.8408 | 1.7568
0.25 | -5.229 | 1.151 | 1.2736 | 0.200 | 0.2977 | 0.01465 | -1.2051 | -0.9985 | -0.8863 | 1.9067
0.30 | -5.226 | 1.151 | 1.3325 | 0.200 | 0.2683 | 0.01712 | -1.2792 | -1.0712 | -0.9177 | 2.0251
0.35 | -5.223 | 1.151 | 1.3823 | 0.200 | 0.2423 | 0.01866 | -1.3427 | -1.1375 | -0.9342 | 2.1184
0.40 | -5.221 | 1.151 | 1.4255 | 0.200 | 0.2196 | 0.01957 | -1.3980 | -1.1972 | -0.9391 | 2.1929
045 | -5.218 | 1.151 | 1.4635 | 0.200 | 0.2000 | 0.02005 | -1.4467 | -1.2511 | -0.9354 | 2.2533
050 | -5.216 | 1.151 | 1.4976 | 0.190 | 0.1830 | 0.02023 | -1.4899 | -1.2996 | -0.9280 | 2.3045
060 | -5.213 | 1.151 | 1.5565 | 0.178 | 0.1555 | 0.01996 | -1.5634 | -1.3834 | -0.8965 | 2.3803
0.70 -5.21 1.151 | 1.6063 | 0.162 | 0.1350 | 0.01918 | -1.6233 | -1.4529 | -0.8546 | 2.4337
0.80 | -5.208 | 1.151 | 1.6494 | 0.148 | 0.1196 | 0.01809 | -1.6728 | -1.5112 | -0.8056 | 2.4708
090 | -5.206 | 1.151 | 16874 | 0.136 | 0.1081 | 0.01680 | -1.7142 | -1.5607 | -0.7531 | 2.4968
1.00 | -5.204 | 1.151 | 1.7215 | 0.125 | 0.0996 | 0.01540 | -1.7490 | -1.6030 | -0.6994 | 2.5150
1.25 | -5.200 | 1.151 | 1.7936 | 0.101 | 0.0873 | 0.01163 | -1.8140 | -1.6856 | -0.5675 | 2.5388
1.50 | -5.196 | 1.151 | 1.8525 | 0.083 | 0.0829 | 0.00775 | -1.8563 | -1.7446 | -0.4447 | 2.5451
2.00 | -5.191 | 1.151 | 1.9454 | 0.053 | 0.0842 | 0.00017 | -1.8975 | -1.8196 | -0.2345 | 2.5356
2.50 | -5.187 | 1.151 | 2.0175 | 0.030 | 0.0842 | -0.00695 | -1.9027 | -1.8607 | -0.0518 | 2.5057
3.00 | -5.183 | 1.151 | 2.0764 | 0.011 | 0.0842 | -0.01356 | -1.8857 | -1.8822 | 0.0959 | 2.4747
3.50 | -5.181 | 1.151 | 2.1262 | 0.000 | 0.0842 | -0.01971 | -1.8543 | -1.8915 | 0.2157 | 2.4453
400 | -5.178 | 1.151 | 2.1368 | 0.000 | 0.0842 | -0.02546 | -1.8129 | -1.8929 | 0.3131 | 2.4187
450 | -5.176 | 1.151 | 2.1368 | 0.000 | 0.0842 | -0.03085 | -1.7645 | -1.8889 | 0.3942 | 2.3936
500 | -5174 | 1.151 | 2.1368 | 0.000 | 0.0842 | -0.03593 | -1.7108 | -1.8812 | 0.4730 | 2.3627
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Table 3.12 Model parameters for shallow crustal and upper mantle earthquakes (continued).

0T il e e | (R S o) S ) -

PGA | -0.00757 | -0.01058 | -0.00628 | -9.177 | 0.2775 | 0.1341 0.2212 | 0.555 | 0.416 | 0.694
0.05 | -0.00954 | -0.01219 | -0.00706 | -8.460 | 0.1320 | -0.0617 0.0020 | 0.564 | 0.498 | 0.752
0.10 | -0.01246 | -0.01373 | -0.00741 | -8.312 | 0.1515 | -0.0804 | -0.0013 | 0.641 | 0.492 | 0.808
0.15 | -0.01110 | -0.01353 | -0.00743 | -10.028 | 0.3648 | 0.1153 0.2102 | 0.665 | 0.426 | 0.790
0.20 -0.00966 | -0.01298 | -0.00725 | -11.173 | 0.5240 | 0.3200 04128 | 0.691 | 0.382 | 0.790
0.25 |-0.00833 | -0.01224 | -0.00697 | -12.330 | 0.5907 | 0.4959 | 0.5892 | 0.695 | 0.368 | 0.786
0.30 | -0.00749 | -0.01150 | -0.00664 | -13.249 | 0.5779 | 0.5895 | 0.6895 | 0.688 | 0.373 | 0.782
0.35 | -0.00674 | -0.01080 | -0.00627 | -13.975 | 0.5337 | 0.6384 0.7382 | 0.674 | 0.376 | 0.772
0.40 | -0.00614 | -0.01016 | -0.00589 | -14.607 | 0.4991 | 0.6776 0.7861 0.667 | 0.384 | 0.769
0.45 | -0.00563 | -0.00958 | -0.00551 | -15.165 | 0.4735 | 0.7028 | 0.8322 | 0.665 | 0.379 | 0.765
0.50 | -0.00515 | -0.00905 | -0.00514 | -15.669 | 0.4485 | 0.7184 | 0.8693 | 0.664 | 0.379 | 0.765
0.60 -0.00437 | -0.00814 | -0.00442 | -16.543 | 0.4025 | 0.7304 0.9237 | 0.669 | 0.380 | 0.769
0.70 -0.00375 | -0.00738 | -0.00376 | -17.285 | 0.3631 | 0.7152 0.9598 | 0.670 | 0.388 | 0.774
0.80 | -0.00325 | -0.00675 | -0.00316 | -17.931 | 0.3300 | 0.6803 0.9835 | 0.673 | 0.399 | 0.782
0.90 | -0.00285 | -0.00621 | -0.00262 | -18.504 | 0.3022 | 0.6526 0.9985 | 0.672 | 0.404 | 0.784
1.00 | -0.00252 | -0.00574 | -0.00214 | -19.018 | 0.2790 | 0.6301 1.0074 | 0.669 | 0.407 | 0.784
1.25 | -0.00194 | -0.00484 | -0.00118 | -20.120 | 0.2362 | 0.5889 1.0123 | 0.660 | 0.413 | 0.779
1.50 | -0.00159 | -0.00419 | -0.00052 | -21.034 | 0.2085 | 0.5610 1.0030 | 0.655 | 0.411 | 0.774
2.00 |-0.00130 | -0.00333 0.0 -22.515 | 0.1788 | 0.5256 | 0.9666 | 0.629 | 0.392 | 0.742
2.50 -0.00129 | -0.00279 0.0 -23.685 | 0.1666 | 0.5038 0.9231 0.604 | 0.390 | 0.719
3.00 |-0.00145 | -0.00243 0.0 -24.668 | 0.1619 | 0.4886 0.8803 | 0.590 | 0.377 | 0.701
3.50 |-0.00171 | -0.00217 0.0 -25.522 | 0.1601 | 0.4770 | 0.8407 | 0.577 | 0.377 | 0.689
4.00 -0.00204 | -0.00197 0.0 -26.050 | 0.1591 | 0.4675 0.8051 0.555 | 0.386 | 0.676
450 | -0.00239 | -0.00181 0.0 -26.463 | 0.1576 | 0.4593 | 0.7736 | 0.542 | 0.391 | 0.668
5.00 -0.00275 | -0.00165 0.0 -26.830 | 0.1550 | 0.4519 0.7459 | 0.536 | 0.422 | 0.683
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Table 3.13  Model parameters for subduction interface earthquakes.

T (s) Cq c; Cint Cints dint Yints. bt Gints Gini

PGA -5.276 | 1.151 | 1.0689 | 1.3695 | 0.553 | -3.9575 | 0.01918 | -2.0762 | 1.0638
0.05 -5.259 | 1.151 | 1.0346 | 1.3338 | 0.553 | -3.9575 | 0.02307 | -2.3560 | 1.0471
0.10 -5.246 | 1.151 | 0.9846 | 1.3045 | 0.553 | -3.9575 | 0.02423 | -2.1479 | 1.1050
0.15 -5.239 | 1.151 | 1.0398 | 1.2715 | 0.553 | -3.9575 | 0.01478 | -2.0100 | 1.3443
0.20 -5.233 | 1.151 | 1.0857 | 1.2079 | 0.553 | -3.8800 | 0.00844 | -1.9590 | 1.5843
0.25 -5.229 | 1.151 | 1.1454 | 1.1865 | 0.553 | -3.8665 | 0.00424 | -1.9356 | 1.7607
0.30 -5.226 | 1.151 | 1.2055 | 1.1929 | 0.553 | -3.9618 | 0.00124 | -1.9192 | 1.9161
0.35 -5.223 | 1.151 | 1.2624 | 1.2034 | 0.553 | -4.0089 0.0 -1.9112 | 2.0322
0.40 -5.221 | 1.151 | 1.3152 | 1.2012 | 0.553 | -3.9430 0.0 -1.9063 | 2.1275
0.45 -5.218 | 1.151 | 1.3639 | 1.2117 | 0.553 | -3.9395 0.0 -1.9023 | 2.2021
0.50 -5.216 | 1.151 | 1.4088 | 1.2246 | 0.553 | -3.9420 0.0 -1.8995 | 2.2632
0.60 -5.213 | 1.151 | 1.4889 | 1.2538 | 0.553 | -3.9540 0.0 -1.8937 | 2.3549
0.70 -5.210 | 1.151 | 1.5580 | 1.2893 | 0.560 | -4.0035 0.0 -1.8876 | 2.4204
0.80 -5.208 | 1.151 | 1.6184 | 1.3328 | 0.580 | -4.0067 0.0 -1.8815 | 2.4447
0.90 -5.206 | 1.151 | 1.6716 | 1.3669 | 0.602 | -3.9763 0.0 -1.8754 | 2.4631
1.00 -5.204 | 1.151 | 1.7190 | 1.3939 | 0.622 | -3.9215 0.0 -1.8695 | 2.4773
1.25 -5.200 | 1.151 | 1.8172 | 1.4718 | 0.667 | -3.9393 0.0 -1.8561 | 2.4967
1.50 -5.196 | 1.151 | 1.8937 | 1.5343 | 0.705 | -3.9421 0.0 -1.8449 | 2.5011
2.00 -5.191 | 1.151 | 2.0027 | 1.6293 | 0.768 | -3.9837 0.0 -1.8299 | 2.5010
2.50 -5.187 | 1.151 | 2.0720 | 1.6969 | 0.820 | -4.0556 0.0 -1.8237 | 2.4919
3.00 -5.183 | 1.151 | 2.1145 | 1.7415 | 0.863 | -4.1628 0.0 -1.8248 | 24912
3.50 -5.181 | 1.151 | 2.1374 | 1.7636 | 0.902 | -4.2520 0.0 -1.8321 | 2.4958
4.00 -5.178 | 1.151 | 21452 | 1.7724 | 0.935 | -4.3548 0.0 -1.8441 | 2.5007
4.50 -5.176 | 1.151 | 2.1452 | 1.7719 | 0.966 | -4.4802 0.0 -1.8604 | 2.5193
5.00 -5.174 | 1.151 | 2.1452 | 1.7758 | 0.994 | -4.5702 0.0 -1.8876 | 2.5130
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Table 3.13 Model parameters for subduction interface earthquakes (confinued).

T (s) €inss €int” y S; S; Si o T or

PGA -0.00619 | -0.01100 -4.1714 | 03326 | 0.1144 | 0.2338 | 0.568 | 0.373 | 0.680
0.056 -0.00852 | -0.01216 -2.2640 | 0.1818 | -0.0493 | 0.0369 | 0.586 | 0.445 | 0.736
0.10 -0.00760 | -0.01446 -2.7290 | 0.1884 | -0.0374 | 0.1016 | 0.651 | 0.465 | 0.800
0.15 -0.00920 | -0.01312 -4.0841 | 04463 | 0.0648 | 0.1852 | 0.670 | 0.396 | 0.779
0.20 -0.01000 | -0.01188 -5.2198 | 0.5901 0.2379 | 0.3106 | 0.689 | 0.383 | 0.789
0.25 -0.01033 | -0.01074 -6.2471 | 06453 | 0.3875 | 0.4329 | 0.670 | 0.364 | 0.762
0.30 -0.01044 | -0.00971 -7.2525 | 0.6443 | 0.5131 | 0.5462 | 0.651 | 0.345 | 0.736
0.35 -0.01040 | -0.00878 -8.1104 | 0.5978 | 0.5996 | 0.6304 | 0.644 | 0.353 | 0.735
0.40 -0.01024 | -0.00795 -8.8822 | 0.5596 | 0.6615 | 0.6969 | 0.637 | 0.348 | 0.726
0.45 -0.01010 | -0.00720 -9.5643 | 05276 | 0.7060 | 0.7503 | 0.630 | 0.357 | 0.724
0.50 -0.00982 | -0.00653 | -10.1559 | 0.5003 | 0.7341 0.7903 | 0.621 | 0.360 | 0.718
0.60 -0.00928 | -0.00540 | -11.1739 | 0.4559 | 0.7679 | 0.8527 | 0.622 | 0.375 | 0.726
0.70 -0.00876 | -0.00447 | -12.0259 | 04213 | 0.7617 | 0.8779 | 0.634 | 0.387 | 0.743
0.80 -0.00850 | -0.00372 | -12.6729 | 0.3934 | 0.7389 | 0.8990 | 0.636 | 0.392 | 0.747
0.90 -0.00825 | -0.00309 | -13.2450 | 0.3705 | 0.6962 | 0.8990 | 0.636 | 0.396 | 0.749
1.00 -0.00799 | -0.00258 | -13.7596 | 0.3513 | 0.6711 | 0.8990 | 0.640 | 0.400 | 0.755
1.25 -0.00742 | -0.00163 | -14.8462 | 0.3147 | 0.6291 0.8990 | 0.641 | 0.401 | 0.756
1.50 -0.00686 | -0.00103 | -15.6822 | 0.2889 | 0.5839 | 0.8990 | 0.649 | 0.389 | 0.756
2.00 -0.00600 | -0.00039 | -16.9045 | 0.2558 | 0.5268 | 0.8990 | 0.638 | 0.382 | 0.744
2.50 -0.00538 | -0.00014 | -17.6955 | 0.2364 | 0.4742 | 0.8990 | 0.624 | 0.390 | 0.736
3.00 -0.00482 0.0 -18.2492 | 0.2247 | 0.4463 | 0.8697 | 0.605 | 0.382 | 0.715
3.50 -0.00442 0.0 -18.6283 | 0.2176 | 0.4309 | 0.8329 | 0.586 | 0.374 | 0.696
4.00 -0.00408 0.0 -18.8419 | 0.2137 | 0.4102 | 0.7932 | 0.575 | 0.375 | 0.686
4.50 -0.00379 0.0 -19.0197 | 0.2118 | 0.4004 | 0.7517 | 0.559 | 0.372 | 0.671
5.00 -0.00375 0.0 -19.0197 | 0.2115 | 0.3906 | 0.7091 | 0.574 | 0.378 | 0.687
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Table 3.14 Model parameters for subduction slab earthquakes.

v

T(s)| & C2 | Csyp | Cstz | dsi | bst Gs. gsiL st

PGA | -5.276 | 1.151 | 1.4510 | 0.3935 | 0.476 | 0.0196 | -2.0128 | 1.1023 | -0.01491
0.05 | -5.259 | 1.151 | 1.5127 | 0.4201 | 0.300 | 0.0201 | -1.8799 | 1.0747 | -0.01685
0.10 | -5.246 | 1.151 | 1.4893 | 0.4364 | 0.370 | 0.0211 | -1.5879 | 1.1620 | -0.01778
0.15 | -5.239 | 1.151 | 1.4321 | 0.3878 | 0.450 | 0.0205 | -1.6726 | 1.4165 | -0.01675
0.20 | -5.233 | 1.151 | 1.4456 | 0.3224 | 0.509 | 0.0194 | -1.8204 | 1.6359 | -0.01512
0.25 | -5.229 | 1.151 | 1.4826 | 0.2842 | 0.555 | 0.0188 | -1.9564 | 1.8129 | -0.01386
0.30 | -5.226 | 1.151 | 1.5207 | 0.2533 | 0.593 | 0.0184 | -2.0707 | 1.9556 | -0.01251
0.35 | -5.223 | 1.151 | 1.5525 | 0.2221 | 0.625 | 0.0181 | -2.1640 | 2.0720 | -0.01128
0.40 | -5.221 | 1.151 | 1.5828 | 0.1959 | 0.652 | 0.0180 | -2.2408 | 2.1680 | -0.01018
0.45 | -5.218 | 1.151 | 1.6116 | 0.1738 | 0.675 | 0.0179 | -2.3037 | 2.2482 | -0.00920
0.50 | -5.216 | 1.151 | 1.6388 | 0.1551 | 0.695 | 0.0178 | -2.3556 | 2.3158 | -0.00832
060 | -5.213 | 1.151 | 1.6889 | 0.1255 | 0.729 | 0.0178 | -2.4336 | 2.4224 | -0.00682
0.70 | -5.210 | 1.151 | 1.7339 | 0.1036 | 0.756 | 0.0179 | -2.4861 | 2.5016 | -0.00561
0.80 | -5.208 | 1.151 | 1.7746 | 0.0872 | 0.778 | 0.0180 | -2.5208 | 2.5616 | -0.00462
090 | -5206 | 1.151 | 1.8116 | 0.0749 | 0.796 | 0.0182 | -2.5426 | 2.6078 | -0.00381
1.00 | -5.204 | 1.151 | 1.8456 | 0.0656 | 0.812 | 0.0183 | -2.5547 | 2.6438 | -0.00314
1.25 | -5.200 | 1.151 | 1.9195 | 0.0513 | 0.841 | 0.0186 | -2.5577 | 2.7038 | -0.00192
150 | -5.196 | 1.151 | 1.9815 | 0.0449 | 0.861 | 0.0188 | -2.5373 | 2.7376 | -0.00114
2.00 | -5.191 | 1.151 | 2.0810 | 0.0434 | 0.884 | 0.0188 | -2.4670 | 2.7675 | -0.00033
250 | -5.187 | 1.151 | 2.1583 | 0.0481 | 0.900 | 0.0184 | -2.3844 | 2.7763 0.0

3.00 | -5.183 | 1.151 | 2.2210 | 0.0546 | 0.900 | 0.0177 | -2.3185 | 2.7898 0.0

3.50 | -5.181 | 1.151 | 2.2732 | 0.0610 | 0.900 | 0.0168 | -2.2453 | 2.7931 0.0

400 | -5.178 | 1.151 | 2.3177 | 0.0665 | 0.900 | 0.0156 | -2.1756 | 2.7957 0.0

450 | -5.176 | 1.151 | 2.3560 | 0.0709 | 0.900 | 0.0144 | -2.1143 | 2.8016 0.0

500 | -5.174 | 1.151 | 2.3896 | 0.0741 | 0.900 | 0.0130 | -2.0046 | 2.7709 0.0
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Table 3.14 Model parameters for subduction slab earthquakes (continued).

T (s) es. €sin Y S, S; Ss o T a

PGA -0.00306 | -0.00070 | -9.7609 | 0.2346 | 0.1522 0.1475 | 0.587 | 0.458 | 0.745
0.05 -0.00495 | -0.00070 | -10.0206 | 0.0701 | -0.0810 | -0.0666 | 0.807 | 0.557 | 0.824
0.10 -0.00685 | -0.00070 | -11.1535 | 0.0928 | -0.0261 0.0083 | 0.673 | 0.573 | 0.884
0.15 -0.00660 | -0.00070 | -11.8432 | 0.3154 | 0.1798 0.1945 | 0.696 | 0.489 | 0.850
0.20 -0.00584 | -0.00070 | -12.6583 | 0.4808 | 0.3452 0.3379 | 0.712 | 0.412 | 0.823
0.25 -0.00508 | -0.00072 | -13.4916 | 0.5711 0.4679 0.4436 | 0.710 | 0.389 | 0.810
0.30 -0.00440 | -0.00077 | -14.2359 | 0.5816 | 0.5597 0.5240 | 0682 | 0.367 | 0.775
0.35 -0.00382 | -0.00083 | -14.8680 | 0.5299 | 0.6309 0.5868 | 0.665 | 0.374 | 0.763
0.40 -0.00332 | -0.00090 | -15.4389 | 0.4893 | 0.6%913 0.6364 | 0.657 | 0.383 | 0.761
0.45 -0.00288 | -0.00099 | -15.9591 | 0.4566 | 0.7322 0.6760 | 0.647 | 0.390 | 0.756
0.50 -0.00251 | -0.00107 | -16.4368 | 0.4297 | 0.7596 0.7082 | 0.640 | 0.402 | 0.756
0.60 -0.00190 | -0.00123 | -17.2882 | 0.3880 | 0.7885 0.7558 | 0.633 | 0.410 | 0.754
0.70 -0.00144 | -0.00139 | -18.0299 | 0.3573 | 0.7965 0.7881 | 0.632 | 0.431 | 0.765
0.80 -0.00108 | -0.00153 | -18.6866 | 0.3338 | 0.7930 0.8102 | 0.635 | 0.435 | 0.770
0.90 -0.00081 | -0.00166 | -19.2754 | 0.3154 | 0.7828 0.8252 | 0.636 | 0.437 | 0.772
1.00 -0.00061 | -0.00178 | -19.8087 | 0.3006 | 0.7689 0.8350 | 0.637 | 0.438 | 0.772
1.25 -0.00032 | -0.00201 | -20.9549 | 0.2741 0.7272 0.8457 | 0.635 | 0.446 | 0.776
1.50 -0.00025 | -0.00217 | -21.9039 | 0.2567 | 0.6841 0.8450 | 0.645 | 0.446 | 0.784
2.00 -0.00048 | -0.00235 | -23.4133 | 0.2360 | 0.6080 0.8298 | 0.632 | 0.424 | 0.761
2.50 -0.00100 | -0.00237 | -24.5851 | 0.2245 | 0.5491 0.8094 | 0607 | 0.412 | 0.734
3.00 -0.00162 | -0.00230 | -25.5372 | 0.2174 | 0.5055 0.7896 | 0.582 | 0.406 | 0.710
3.50 -0.00240 | -0.00216 | -26.3351 | 0.2127 | 0.4745 0.7721 | 0.562 | 0.394 | 0.687
4.00 -0.00326 | -0.00196 | -27.0189 | 0.2092 | 0.4535 0.7578 | 0.540 | 0.382 | 0.661
4.50 -0.00416 | -0.00173 | -27.6151 | 0.2065 | 0.4406 0.7463 | 0.526 | 0.365 | 0.640
5.00 -0.00500 | -0.00164 | -28.1418 | 0.2042 | 0.4342 0.7348 | 0.523 | 0.375 | 0.643
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Table 3.15

T-test on linear site terms for 3 pairs of earthquake groups.
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Table 3.16  Within-site and between-site standard deviations for shallow crustal and upper mantle earthquakes.
scl scll scill SCIv
T(s) _
Os Ts Osr Os Ts Ost Os Ts Os7 Os Ts Osr

PGA 0.414 | 0.358 | 0.547 | 0.436 | 0.360 | 0.565 | 0.423 | 0.351 | 0.549 | 0.442 | 0.280 | 0.523
0.05 0.405 | 0.403 | 0.571 | 0.429 | 0.381 | 0.574 | 0.417 | 0.350 | 0.545 | 0.443 | 0.295 | 0.533
0.10 0.438 | 0.494 | 0.661 | 0.448 | 0.449 | 0.634 | 0.425 | 0.423 | 0.600 | 0.441 | 0.417 | 0.607
0.15 0.459 | 0.482 | 0.666 | 0.455 | 0.480 | 0.661 | 0.438 | 0.452 | 0.629 | 0.470 | 0.385 | 0.607
0.20 0473 | 0470 | 0.666 | 0.481 | 0.494 | 0.690 | 0.449 | 0.445 | 0.632 | 0.482 | 0.399 | 0.626
0.25 0.478 | 0.465 | 0.667 | 0.489 | 0.547 | 0.734 | 0.463 | 0.419 | 0.624 | 0.485 | 0.395 | 0.625
0.30 0.490 | 0.459 | 0.671 | 0.498 | 0.527 | 0.725 | 0.484 | 0.435 | 0.651 | 0.493 | 0.375 | 0.619
0.35 0.491 | 0.445 | 0.663 | 0.503 | 0.488 | 0.701 | 0.478 | 0.469 | 0.670 | 0.491 | 0.343 | 0.599
0.40 0.494 | 0.430 | 0.655 | 0.506 | 0.472 | 0.692 | 0.472 | 0.482 | 0.674 | 0.478 | 0.347 | 0.580
0.45 0.492 | 0.432 | 0.654 | 0.504 | 0.466 | 0.687 | 0.494 | 0.463 | 0.677 | 0.478 | 0.360 | 0.599
0.50 0.488 | 0.434 | 0.653 | 0.512 | 0.450 | 0.682 | 0.494 | 0.433 | 0.657 | 0.476 | 0.401 | 0.622
0.60 0.478 | 0.441 | 0.651 | 0.515 | 0.450 | 0.684 | 0.484 | 0.459 | 0.667 | 0.485 | 0.446 | 0.659
0.70 0.465 | 0.443 | 0.642 | 0.502 | 0.453 | 0.676 | 0.481 | 0.470 | 0.672 | 0.470 | 0.498 | 0.685
0.80 0.459 | 0.450 | 0.643 | 0.493 | 0.452 | 0.669 | 0.474 | 0.458 | 0.660 | 0.483 | 0.518 | 0.708
0.90 0.454 | 0.459 | 0.645 | 0.482 | 0.456 | 0.664 | 0.455 | 0.471 | 0.655 | 0.472 | 0.536 | 0.714
1.00 0.447 | 0.468 | 0.647 | 0.471 | 0.461 | 0.659 | 0.442 | 0.464 | 0.641 | 0.471 | 0.524 | 0.704
1.25 0.441 | 0.464 | 0.639 | 0.459 | 0.461 | 0.650 | 0.438 | 0.448 | 0.626 | 0.463 | 0.494 | 0.677
1.50 0.428 | 0.455 | 0.624 | 0.449 | 0.470 | 0.650 | 0.421 | 0.464 | 0.627 | 0.457 | 0.496 | 0.674
2.00 0.414 | 0.419 | 0.589 | 0.437 | 0.454 | 0.631 | 0.416 | 0.476 | 0.632 | 0.432 | 0.521 | 0.677
2.50 0.400 | 0.408 | 0.572 | 0.434 | 0.431 | 0.612 | 0.395 | 0.457 | 0.604 | 0.413 | 0.507 | 0.654
3.00 0.403 | 0.405 | 0.571 | 0.432 | 0.417 | 0.600 | 0.399 | 0.405 | 0.569 | 0.416 | 0.486 | 0.640
3.50 0.402 | 0.388 | 0.558 | 0.421 | 0.396 | 0.578 | 0.413 | 0.382 | 0.562 | 0.426 | 0.492 | 0.651
4.00 0.382 | 0.378 | 0.537 | 0.427 | 0.369 | 0.564 | 0.405 | 0.323 | 0.518 | 0.425 | 0.448 | 0.617
4.50 0.376 | 0.368 | 0.526 | 0.431 | 0.361 | 0.562 | 0.391 | 0.306 | 0.497 | 0.426 | 0.436 | 0.609
5.00 0.382 | 0.363 | 0.527 | 0.440 | 0.330 | 0.550 | 0.376 | 0.309 | 0.486 | 0.420 | 0.377 | 0.564
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Table 3.17 Within-site and between-site standard deviations for subduction interface earthquakes.

) SCI Scll ScCill SCIV

Os Ts Ost Os Ts Ost Os Ts Osr Os Ts Ost
PGA | 0.394 | 0.414 | 0.572 | 0.453 | 0.416 | 0.615 | 0.419 | 0.369 | 0.558 | 0.458 0.346 0.574
0.05 0.395 | 0.468 | 0.613 | 0.457 | 0.434 | 0.630 | 0.432 | 0.371 | 0.569 | 0.469 0.363 0.593
0.10 0416 | 0.564 | 0.701 | 0.461 | 0.503 | 0.682 | 0.431 | 0.417 | 0.599 | 0.473 0.442 0.647
0.15 0.422 | 0.555 | 0.697 | 0.467 | 0.558 | 0.728 | 0.439 | 0.428 | 0.613 | 0.473 0.475 0.670
0.20 0.431 | 0.530 | 0.683 | 0.493 | 0.530 | 0.724 | 0436 | 0.426 | 0.610 | 0.494 0.465 0678
0.25 0.428 | 0.494 | 0.653 | 0.491 | 0.552 | 0.739 | 0.432 | 0.392 | 0.583 | 0.488 0.434 0.653
0.30 0.425 | 0471 | 0.634 | 0.495 | 0.506 | 0.707 | 0.417 | 0.416 | 0.589 | 0.474 0.432 0.641
0.35 0.416 | 0.475 | 0.632 | 0.506 | 0.467 | 0.689 | 0.417 | 0.451 | 0.614 | 0.465 0.439 0.640
0.40 0.417 | 0451 | 0.614 | 0.487 | 0.483 | 0.686 | 0.412 | 0.452 | 0.611 | 0.458 0.429 0.628
0.45 0.423 | 0.425 | 0.600 | 0.481 | 0.483 | 0.682 | 0.409 | 0.440 | 0.601 | 0.453 0.421 0.619
0.50 0414 | 0416 | 0.587 | 0.473 | 0.464 | 0.662 | 0.401 | 0.432 | 0.590 | 0.453 0.435 0.628
0.60 0.401 | 0.416 | 0.578 | 0.468 | 0.443 | 0.644 | 0.402 | 0.435 | 0.592 | 0.435 0.443 0.621
0.70 0.401 | 0.424 | 0.583 | 0.462 | 0.450 | 0.645 | 0.401 | 0.454 | 0.606 | 0.441 0.456 0.634
0.80 0.398 | 0.428 | 0.585 | 0.462 | 0.447 | 0642 | 0.409 | 0.444 | 0.604 | 0.442 0.471 0.646
0.90 0.402 | 0.429 | 0.588 | 0.450 | 0.445 | 0.633 | 0.409 | 0.443 | 0.603 | 0.431 0.485 0.649
1.00 | 0.408 | 0.452 | 0609 | 0.445 | 0.444 | 0.629 | 0.408 | 0.422 | 0.587 | 0.428 | 0.499 0.657
1.256 | 0412 | 0.455 | 0.614 | 0.438 | 0456 | 0.632 | 0.412 | 0.425 | 0.582 | 0.435 | 0.506 | 0.667
1.50 0.414 | 0.462 | 0.620 | 0.451 | 0.447 | 0.635 | 0.430 | 0.429 | 0.608 | 0.431 0.499 0.660
2.00 0.419 | 0.465 | 0.626 | 0.446 | 0.458 | 0.639 | 0.418 | 0.466 | 0.625 | 0.429 0.518 0.673
2.50 0.410 | 0.442 | 0.603 | 0.446 | 0.446 | 0.630 | 0.422 | 0.450 | 0.617 | 0.442 0.522 0.684
3.00 0.399 | 0.410 | 0.572 | 0.448 | 0.445 | 0.631 | 0.404 | 0.407 | 0.573 | 0.437 0.522 0.681
3.50 0.391 | 0.393 | 0.554 | 0.442 | 0.427 | 0.615 | 0.406 | 0.354 | 0.538 | 0.431 0.531 0.684
4,00 0.392 | 0.376 | 0.544 | 0.451 | 0.408 | 0.608 | 0.402 | 0.367 | 0.544 | 0.421 0.537 0.682
4.50 0.386 | 0.364 | 0.531 | 0.451 | 0.398 | 0.601 | 0.388 | 0.350 | 0.522 | 0.404 0.527 0.664
5.00 | 0.399 | 0.350 | 0.530 | 0.473 | 0.416 | 0.630 | 0.376 | 0.308 | 0.486 | 0.393 | 0514 | 0647
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Table 3.18 Within-site and between-site standard deviations for subduction slab earthquakes.
SCI SCll Scll SCIV
T(s)
Os Ts Ost Os Ts Ost Os Ts Ost Os Ts Ost

PGA 0.398 | 0.510 | 0.647 | 0.418 | 0.450 | 0.614 | 0.410 | 0.431 | 0.594 | 0.417 | 0.423 | 0.594
0.05 0.387 | 0.586 | 0.703 | 0.423 | 0.480 | 0.640 | 0.410 | 0.426 | 0.591 | 0.424 | 0.442 | 0.613
0.10 | 0.429 | 0.622 | 0.756 | 0.418 | 0.564 | 0,702 | 0.394 | 0.514 | 0.648 | 0.429 | 0.565 | 0.709
0.15 0.449 | 0.604 | 0.752 | 0.440 | 0.594 | 0.739 | 0.420 | 0.497 | 0.650 | 0.441 | 0.555 | 0.709
0.20 0.462 | 0.587 | 0.747 | 0.450 | 0.596 | 0.747 | 0.443 | 0493 | 0.663 | 0.434 | 0.560 | 0.708
0.25 0.474 | 0.550 | 0.725 | 0.470 | 0.609 | 0.770 | 0.461 | 0.447 | 0.642 | 0.431 | 0.506 | 0.664
0.30 0.471 | 0.524 | 0.705 | 0.475 | 0.567 | 0.739 | 0.439 | 0.495 | 0.661 | 0.432 | 0.486 | 0.650
0.35 0.468 | 0.496 | 0.682 | 0.477 | 0.518 | 0.704 | 0.444 | 0.533 | 0.694 | 0.433 | 0.464 | 0.635
0.40 0.457 | 0.477 | 0.661 | 0.483 | 0.488 | 0.687 | 0.454 | 0.545 | 0.709 | 0.417 | 0.468 | 0.627
0.45 0.450 | 0.459 | 0.643 | 0.477 | 0.476 | 0674 | 0477 | 0.529 | 0.713 | 0.408 | 0.464 | 0.618
0.50 0.446 | 0.449 | 0.633 | 0.469 | 0.467 | 0662 | 0.472 | 0.494 | 0.683 | 0.409 | 0.468 | 0.622
0.60 0.448 | 0.434 | 0.624 | 0.461 | 0.464 | 0654 | 0.460 | 0.473 | 0.659 | 0.407 | 0.434 | 0.595
0.70 | 0439 | 0.429 | 0.614 | 0.460 | 0.463 | 0.653 | 0.462 | 0.475 | 0.662 | 0.404 | 0.431 | 0.590
0.80 0.442 | 0.426 | 0.614 | 0.459 | 0.457 | 0.648 | 0.458 | 0.459 | 0.648 | 0.407 | 0.456 | 0.611
0.90 0435 | 0431 | 0612 | 0.456 | 0.466 | 0.652 | 0.450 | 0.443 | 0.631 | 0.409 | 0.454 | 0.611
1.00 0.427 | 0.440 | 0.613 | 0.448 | 0.471 | 0.650 | 0.442 | 0.445 | 0.628 | 0.409 | 0.463 | 0.618
1.25 0.412 | 0.440 | 0603 | 0.442 | 0475 | 0.649 | 0.428 | 0.436 | 0.611 | 0.411 | 0.447 | 0.608
1.50 0.416 | 0.449 | 0.612 | 0.448 | 0.472 | 0.651 | 0.419 | 0.464 | 0.625 | 0.417 | 0.445 | 0.610
2.00 0.409 | 0.441 | 0.602 | 0.437 | 0.461 | 0.635 | 0.407 | 0.472 | 0.623 | 0.413 | 0.439 | 0.603
2.50 0.398 | 0.425 | 0.582 | 0.430 | 0.426 | 0.605 | 0.388 | 0.483 | 0.620 | 0.415 | 0.426 | 0.594
300 | 0.390 | 0.396 | 0.556 | 0.423 | 0.402 | 0.584 | 0.371 | 0.444 | 0.579 | 0.413 | 0.429 | 0.585
3.50 0.386 | 0.386 | 0.545 | 0.410 | 0.401 | 0.574 | 0.378 | 0.431 | 0.573 | 0.402 | 0.411 | 0.575
4.00 0.377 | 0.373 | 0.530 | 0.412 | 0.384 | 0.563 | 0.364 | 0.402 | 0.542 | 0.394 | 0.393 | 0.556
4.50 0.361 | 0.364 | 0.512 | 0.412 | 0.374 | 0.556 | 0.368 | 0.382 | 0.530 | 0.386 | 0.369 | 0.534
5.00 0.360 | 0.358 | 0.507 | 0.446 | 0.326 | 0.552 | 0.378 | 0.320 | 0.495 | 0.379 | 0.331 | 0.503
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Table 3.19  Probabilities (unit: percentage) from F-test for within-site residuals for 3 pairs of earthquake groups.

Crustal & Upper mantle | c erm
i ta mm;::; - ntle / rustal & ::Jal:’ rmantle / Intertace /Slab
SCI | SCll | Sclll | SCIV | SCI [ sCit | SCll [ SClv | SCI | SCIl | schl | SCIV
0.02 1.9 28.7 T7.5 | 613 10.6 37.7 58.4 8.6 41.1 7.9 84.6 4.3
0.05 18.2 4.7 51.7 29.4 10.5 86.9 | 80.1 23.0 89.4 7.7 401 3.5
0.1 1.4 47.8 85.4 14.3 86.3 8.2 17.0 63.5 3.3 3.3 17.2 6.1
0.15 0.0 59.3 97.0 67.9 73.0 67.8 52.0 10.4 0.1 39.1 55.4 30.9
0.2 0.0 61.2 51.7 87.2 69.1 8.6 93.8 0.3 0.0 56 ST 0.5
0.25 0.0 92.9 15.3 81.9 79.5 53.8 | 919 0.2 0.0 67.3 14.3 1.0
0.3 0.0 72.8 0.3 14.6 26.3 35:5 5.0 0.0 0.0 66.8 23.8 7.8
0.35 0.0 90.3 0.7 5.0 10.3 255 17.0 0.0 0.0 28.9 14.5 22.3
0.4 0.0 156.1 0.7 9.8 0.2 41.6 55.4 0.0 0.0 47.6 3.5 7.6
0.45 0.0 6.8 0.0 6.1 0.0 21.7 | 598 0.0 0.1 45.7 0.2 4.3
0.5 0.0 0.4 0.0 8.0 0.0 11 43.2 0.0 0.0 49.0 0.1 57
0.6 0.0 0.1 0.0 0.1 2.0 0.1 38.9 0.0 0.0 69.2 0.6 33.6
0.7 0.0 0.4 0.0 4.1 6.7 1.3 55.6 0.0 0.0 46.6 0.3 13.6
0.8 0.0 2.3 0.3 0.7 3557 6.7 61.7 0.0 0.0 49.5 1.4 16.8
0.9 0.0 1.8 3.7 0.6 28.9 221 923 0.0 0.0 20.3 3.6 59.2
1 0.0 &5 11.2 0.3 229 33:1 74.4 0.0 0.8 29.1 7.0 77.6
1.25 0.4 8.3 21.8 3.7 2.8 62.1 84.7 0.3 41.5 20.6 30.7 59.9
1.5 14.0 98.1 71.2 52 68.5 40.6 87.6 3.0 30.2 50.9 82.6 97.1
2 61.2 64.3 97.9 514 77.8 34.4 87.0 38.8 81.6 73.8 90.8 91.3
2.5 23.4 453 | 231 19.8 | 421 48.7 96.5 43.0 67.1 88.1 229 55.5
3 95.2 322 88.4 | 433 74.3 74.9 243 65.3 822 | 484 239 69.2
35 35.4 14.1 84.3 99.8 44.1 834 | 202 51.7 83.3 20.3 34.2 551
4 17.2 131 83.3 51.3 49.4 91.2 9.8 252 48.1 10.9 19.5 70.6
45 20.3 21.0 83.6 11.9 51.1 66.7 | 422 8.9 7.5 10.5 60.1 95.7
5 207 | 293 | 882 | 11.0 | 398 | 241 | 539 | 294 47 | 989 | 658 | 494
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Table 3.20 Probabilities (unit: percentage) from F-test for between-site residuals for 3 pairs of earthquake
groups.

Crustal & Upper mantle/interface | Crustal & Upper mantle/Slab Interface/Slab

T(s
) SCI scll ScClil SCIv SCI SCIl | SCIHI | sSCIv | SCI | sSCll | SClll | SCIV

0.02 27 8.1 T 1.1 0.0 0.0 4.7 0.0 0.0 3.2 13.0 0.2

0.05 5.6 156.5 82.6 1.7 0.0 0.0 6.3 0.0 0.0 1.6 14.5 0.3

0.1 3.2 206 74.6 73.0 0.0 0.0 8.3 0.0 3.0 1.5 6.6 0.1

0.15 1.5 8.1 49.6 1.1 0.0 0.0 46.4 0.0 5.8 6.6 20.0 2.6

0.2 5.2 75.6 60.1 7.8 0.0 0.1 385 0.0 3.2 0.8 20.8 0.8

0.25 55.0 56.2 49.7 30.4 0.1 54 60.1 0.0 2.0 2.8 27.5 1.7

0.3 91.2 11.5 71.2 8.3 0.8 23.3 17.3 0.0 27 1.5 12.0 4.0

0.35 258 95 78.5 0.2 2.0 28.1 17.4 0.0 28.4 1.6 14.4 17.2

0.4 42.9 69.1 64.5 0.9 24 46.1 20.3 0.0 19.7 | 318 | 11.9 T2

0.45 48.7 94.9 75.7 7.7 16.8 50.9 18.4 0.0 71 596 | 14.2 4.6

0.5 24.2 939 90.5 45.0 41.0 26.1 20.0 1.2 83 353 | 299 9.0

0.8 13.4 53.5 62.6 81.0 849 215 | 754 | 76 | 260 | 133 | 466 | 57.0

0.7 20.3 57.5 725 18.6 633 | 360 | 894 | 259 | 500 | 195 | 658 | 89.6

0.8 13.2 496 67.7 17.5 27.7 51.3 99.9 | 333 | 739 | 242 | 703 | 748

0.9 5.9 37.7 52.9 18.5 23.0 464 | 479 166 | 56.9 | 157 | 946 | 90.9

1 17.6 28.6 34.2 49.0 246 49.4 562 | 335 | 893 | 125 | ‘728 77.0

1:25 331 44.8 51.6 81.8 390.9 472 | 66.8 | 57.8 | 93.0 | 195 | 83.7 | 458

1.6 71.9 14.2 36.8 91.5 87.9 766 | 847 | 47.7 | 86.1 | 123 | 51.4 | 437

2 14.9 59.0 73.3 87.8 16.2 667 | 925 | 148 | 996 | 39.6 | 82.1 211

25 40.6 88.5 74.8 85.3 28.2 893 | 574 125 | 819 | 806 | 42.2 10.1

3 62.9 65.6 99.3 413 83.9 974 | 292 | 389 | 81.2 | 67.9 | 341 1.6

35 73.0 54.6 52.9 33.7 826 | 47.1 144 | 136 | 621 | 904 56 21

4 40.3 23.0 16.4 23 95.4 13.4 0.7 38.1 | 435 | 759 | 23.8 0.3

4.5 33.8 23.2 13.6 11 72.0 15.2 0.8 252 | 248 | 80.1 | 285 0.1

5 18.5 0.0 88.0 0.0 33.2 26.2 346 | 58.3 3.9 1.9 45.5 0.0
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Table 3.21  Probabilities (unit: percentage) from F-test for between- and within-event residuals for 3 pairs of
earthquake groups.

Between-event residuals Within-event residuals
T(s) | Cru.&UM/ | Cru.&UM/ | Interface/ | Cru.&UM/ | Cru.&UM/ | Interface/
Interface Slab Slab Interface Slab Slab
0.02 26.7 31.9 5.8 12.6 0.0 8.6
0.05 27.6 23.8 4.3 11 0.0 54
0.1 52.5 129 6.6 35.3 0.1 5.9
0.15 432 17.5 6.3 60.6 0.3 4.3
0.2 85.7 58.0 53.0 90.5 4.3 6.9
0.25 83.8 77.3 66.0 25 14.6 0.1
0.3 43.3 65.5 66.4 0.1 46.1 0.8
0.35 51.2 74.4 68.8 0.5 239 9.4
0.4 349 83.9 43.3 0.4 22.8 8.3
0.45 54.5 83.1 434 0.1 2.7 14.9
0.5 58.6 55.0 30.4 0.0 0.3 11.9
0.6 88.8 41.6 42.4 0.0 0.0 39.1
0.7 95.6 28.5 35.9 0.0 0.0 733
0.8 88.5 323 34.7 0.0 0.0 75.3
0.9 83.3 396 37.0 0.0 0.0 79.3
1 84.2 458 42.4 0.4 0.0 56.8
1.26 75.4 44.4 35.3 6.0 0.2 422
1.5 54.7 40.0 20.2 54.2 19.6 60.6
2 741 416 325 341 92.2 41.1
25 93.9 57.9 59.8 3.8 90.1 5.9
3 96.0 446 Y8 12.0 25.5 1.3
35 91.3 64.2 62.6 31.1 54 0.7
4 78.5 849 90.2 3.7 6.9 0.0
4.5 60.0 321 78.4 6.9 5.1 0.0
5 26.0 18.6 93.5 0.2 18.6 0.0
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Table 3.22 The latitudes and longitudes at the corners of each approximate volcanic zone.
Zone Latitude Longitude
number | q 2 3 4 5 1 2 3 4 5
1 4564 | 43.89 | 43.70 | 4415 | 46.00 | 149.42 | 145.81 14520 | 144.90 149.02
2 43.80 | 43.55 | 43.20 | 43.40 14447 | 14480 | 143.90 | 143.72
3 43.00 | 43.45 | 43.80 | 43.80 | 43.50 | 143.17 | 14240 | 14260 | 143.10 | 143.30
4 4252 | 4227 | 4290 | 43.10 141.76 141.00 140.40 141.00
5 4220 | 4225 | 4200 | 41.70 | 41.70 | 140.10 | 140.70 | 14120 | 141.29 | 141.00
6 4155 | 41.53 | 39.60 | 39.60 140.87 | 141.29 141.10 | 140.60
7 39.05 | 3855 | 38.00 | 38.00 | 39.05 | 140.90 | 140.85 | 14063 | 140.02 139.96
8 37.76 | 37.00 | 37.04 | 37.88 14040 | 140.15 | 139.68 | 140.02
9 36.30 | 36.60 | 37.00 | 36.50 | 36.30 | 138.13 | 137.40 | 138.05 | 139.00 | 139.00
10 36.90 | 36.35 | 36.50 | 37.00 | 37.00 | 139.90 | 139.21 139.00 | 139.20 | 139.68
11 35.89 | 3570 | 36.18 | 36.30 | 36.30 | 138.00 | 137.26 | 136.40 | 136.68 | 137.40
12 35.50 | 33.30 | 33.30 | 35.30 139.10 | 140.15 | 139.45 | 138.40
13 33.30 | 31.79 | 31.79 | 33.30 140.15 | 140.56 | 139.80 | 139.45
14 33.51 | 32.72 | 32.90 | 33.60 131.88 | 13153 | 131.10 | 13145
15 3272 | 3262 | 3296 | 33.00 131.20 | 130.40 | 130.40 | 131.00
16 3210 | 31.22 | 29.50 | 29.50 | 32.10 | 131.20 | 130.91 130.00 | 129.40 | 130.85
17 4160 | 4160 | 41.40 | 41.40 139.20 139.50 | 139.50 | 139.20
18 40.75 | 4055 | 40.55 | 40.75 140.40 140.40 | 140.15 | 140.15
9.5
A o Crustal
9 % Upper Mantle
ps 4 Subduction interface
= s = Subduction slab
£
sl!.l‘
E
E L]
g 2 .
-
: I" L]
o ! n® .
i) 20 441 60 R0 100 120 140 160 180
Fault depth (km)
Figure 3.1  The distribution of strong-motion records used in the present study with respect to fault depth and
moment magnitude.
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Figure 3.3  The definition of volcanic path for four cases in (a) and the horizontal and slant volcanic distance in
(b).
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Figure 3.4 lllustration different seismic-wave propagation paths from a deep subduction slab events to a
recording station in Japan in the left and a recording station in New Zealand in the right. Japan islands are much
further from the subduction trench than the North Island of New Zealand is from the Hikurangi trench.
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Figure 3.5  Distribution of within-event residuals for SC | sites with respect to site period for (a) PGA, (b) 0.1s
and (c) 0.2s spectral periods.
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residuals for SC | sites with respect to site period for (a) 0.4, (b) 0.6s
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Figure 3.10 Magnitude scaling coefficient d.. for shallow crustal events from Japan and large earthquakes
selected from the PEER dataset.
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Figure 3.13 Distribution of between-event residuals for PGA from crustal and upper mantle earthquakes, with
respect to (a) magnitude and (b) fault depth.
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Figure 3.16 Distribution of within-event residuals for 0.5s spectral acceleration from crustal and upper mantle
earthquakes, with respect to (a) magnitude and (b) source distance.
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Figure 3.17 Distribution of between-event residuals for 1.0s spectral acceleration from crustal and upper mantle
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Figure 3.24 Distribution of within-event residuals for 0.5s spectral acceleration from subduction interface
earthquakes, with respect to (a) magnitude and (b) source distance.
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Figure 3.25 Distribution of between-event residuals for 1.0s spectral acceleration from subduction interface

earthquakes, with respect to (a) magnitude and (b) fault depth.
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Figure 3.28 Distribution of within-event residuals for 5.0s spectral acceleration from subduction interface
earthquakes, with respect to (a) magnitude and (b) source distance.
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Figure 3.29 Distribution of between-event residuals for PGA from subduction slab earthquakes, with respect to
(a) magnitude and (b) source distance.
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Figure 3.32 Distribution of within-event residuals for 0.5s spectral acceleration from subduction slab
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Figure 3.33 Distribution of between-event residuals for 1.0s spectral acceleration from subduction slab
earthquakes with respect to (a) magnitude and (b) fault depth.
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Figure 3.36 Distribution of within-event residuals for 5.0s spectral acceleration from subduction slab
earthquakes, with respect to (a) magnitude and (b) source distance.
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Figure 3.37 Event term for shallow crustal normal faulting events.
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Figure 3.43 The distribution of active volcanoes in Japan. Volcanoes are marked by triangles, and the areas
enclosed by the solid lines are the volcanic zones.
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Figure 3.45 Standard deviations estimated for (a) between-site residuals, and (b) within-site residuals for

shallow crustal and upper mental earthquake records.

GNS Science Consultancy Report 2014/236

135



Confidential 2015

(b) 0.65

Between-site 1

in
w

PGA 0.04 0.08 0.16 0.32 0.64 1.28 2.56 5.12

0.6

=
un
r=

04

SCT ) | | —&— Crustal & upper mantle
—a— [nterface
—B8-Slab

Spectral period (s)

—o— Crustal & upper mantle
—&— [nterface

PGA 004 008 016 032 064 128 256 S.12

Spectral period (s)

Figure 3.46 Standard deviations estimated for (a) between-site residuals, and (b) within-site residuals for SC |

sites.

(a) 0.52
0.5

[

Within-site o

Between-site tg

0.

'S
wh

0.48
0.46
L

55

=

o
Ln

0.3

SCIH

—o—Crustal & upper mantle
—&— [nterface
—8-Slab

PGA 004 008 016 032 0.64 1.28 256 512

Spectral period (s)

—&o— Crustal & upper mantle
—&— [nterface
—8—Slab

PGA 004 008 016 032 064 1.28 256 5.12

Spectral period (s)
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Figure 3.48 Standard deviations estimated for (a) between-site residuals, and (b) within-site residuals for SC IlI

sites.
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Figure 3.51 Predicted response spectra for an MW=5 shallow crustal event with a fault-top depth of 1km, a reverse or strike-slip faulting mechanism, and at a distance of 1km for SC
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Figure 3.52 Predicted response spectra for an My =6 shallow crustal event with a fault-top depth of 1km, a reverse or strike-slip faulting mechanism, and at a distance of 1km for SC
| sites in (@), SC Il site in (b), SC Il sites in (c) and SC IV sites in (d), together with rock spectrum, elastic soil spectrum and nonlinear soil spectrum.
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Figure 3.53 Predicted response spectra for an Mw =7 shallow crustal event with a fault-top depth of 1km, a reverse or strike-slip faufting mechanism, and at a distance of 1km for
SC I sites in (a), SC Il site in (b), SC Il sites in (c) and SC IV sites in (d), together with rock spectrum, elastic soil spectrum and nonlinear soil spectrum.
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Figure 3.54 Predicted response spectra for an My =8 shallow crustal event with a fault-top depth of 1km, a reverse or strike-slip faulting mechanism, and at a distance of 1km for SC
| sites in (a), SC Il site in (b), SC lll sites in (c) and SC IV sites in (d), together with rock spectrum, elastic soil spectrum and nonlinear soil spectrum.
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Figure 3.56 Predicted response spectra for an My =5 shallow interface event with a fault-top depth of 20km, and at a distance of 20km for SC | sites in (a), SC Il site in (b), SC lll
sites in (c) and SC IV sites in (d), together with rock spectrum, elastic soil spectrum and nonlinear soil spectrum.
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Figure 3.57 Predicted response spectra for an Mw =6 shallow interface event with a fault-top depth of 20km, and at a distance of 20km for SC | sites in (a), SC |l site in (b), SC Il
sites in (c) and SC IV sites in (d), together with rock spectrum, elastic soil spectrum and nonlinear soil spectrum.
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Figure 3.58 Predicted response spectra for an My =7 shallow interface event with a fault-top depth of 20km, and at a distance of 20km for SC | sites in (a), SC Il site in (b), SC Il
sites in (c) and SC IV sites in (d), together with rock spectrum, elastic soil spectrum and nonlinear soil spectrum.
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Figure 3.59 Predicted response spectra for an My =8 shallow interface event with a fault-top depth of 20km, and at a distance of 20km for SC | sites in (a), SC li site in (b), SC Il
sites in (c) and SC IV sites in (d), together with rock spectrum, elastic soil spectrum and nonlinear soil spectrum.
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Figure 3.60 Predicted response spectra for an Mw =9 shallow interface event with a fault-top depth of 14km, and at a distance of 30km for SC | sites in (a), SC Il site in (b), SC Il

sites in (c) and SC IV sites in (d), together with rock spectrum, elastic soil spectrum and nonlinear soil spectrum. The distance from the closest station to the fault plane for the 2011
Tohoku earthquake is just over 30km.
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Figure 3.61 Attenuation for predicted response spectra for 5 magnitude units, a fault-top depth of 20km, subduction interface events and SC | sites for PGA in (a), 0.5s in (b), 1.0s in
(c) and 3.0s in (d). The fault depth for the Mx=9 event is 14km, the same as the 2011 Tohoku earthquake.
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Figure 3.65 Predicted response spectra for an My =6 slab event with a fault-top depth of 30km, and at a distance of 30km for SC | sites in (a), SC Il site in (b), SC Il sites in (c) and
SC IV sites in (d), together with rock spectrum, elastic soil spectrum and nonlinear soil spectrum.
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Figure 3.66 Predicted response spectra for an My =7 slab event with a fault-top depth of 30km, and at a distance of 30km for SC | sites in (a), SC Il site in (b), SC Ill sites in (c) and
SC IV sites in (d), together with rock spectrum, elastic soil spectrum and nonlinear soil spectrum.
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Magnitude-Scaling Rate in Ground-Motion Prediction Equations

for Response Spectra from Large Subduction Interface
Earthquakes in Japan
by John X. Zhao™ and H. Xu

Abstract Magnitude-scaling rates (MSRs; the rates of increase in predicted
response spectra with increasing moment magnitude) are evaluated for three
ground-motion prediction equations for response spectra from subduction interface
earthquakes, including two empirical models developed for data from Japan and a
model based on synthetic records generated by using a stochastic finite-fault model.
MSRs vary significantly among the three models, and the difference between the two
empirical models is unacceptably large. A set of 2100 strong-motion records from
subduction interface events with a magnitude of 6.5 or larger from Japan, including
the 11 March 2011 magnitude 9 earthquake, were compiled. The earthquakes were
grouped according to magnitude, so that the magnitude spread in each group is less
than 0.2 magnitude units. Each earthquake group was treated as a single event with
magnitude equal to the average magnitude for the group. A simple attenuation model
was fitted to the normalized and grouped data. The model has a constant term for each
earthquake group to represent the effect of magnitude. Three separate functions of
magnitude (a linear model for events with a magnitude greater than 7, a bilinear mod-
el, and a curved model) were then fitted to the constants, and MSRs were derived from
these functions. At short periods, the derived MSRs are only a fraction of those from
two of the three attenuation models. At spectral periods greater than 0.5 s, the derived
MSRs are between about 1/3 and 1/2 of those of the two empirical models but are

closer to those based on a set of synthetic records.

Introduction

Zhao and Lu (2011) evaluated the magnitude-scaling
rate (MSR) for five modern ground-motion prediction equa-
tions for shallow large crustal earthquakes. They found that
the MSRs of the four Next Generation Attenuation models
(Abrahamson and Silva 2008; Boore and Atkinson 2008;
Campbell and Bozorgnia 2008; Chiou and Youngs 2008)
varied significantly. Zhao and Lu (2011) also showed that
a model without a magnitude term fits the response spectra
from 12 of the 13 large crustal earthquakes with moment
magnitude M,, >7 very well, suggesting zero magnitude
scaling. They attributed zero magnitude scaling to the rapid
increase in fault length and duration of strong shaking with
increasing magnitude and to the reduced energy ratio (the
energy contributed to the response spectra over the total
energy of a strong-motion record) for records from large
earthquakes. For large subduction interface earthquakes with
M,, =7, the increase in magnitude may similarly lead to an
increase in duration but may not necessarily lead to a signif-

*Also at GNS Science, 1 Fairway Dr., Avalon, Lower Hutt, New Zealand.
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icant increase in ground-motion amplitude. The present
study will investigate this aspect.

The recent M,, 9 earthquake (11 March 2011, Japan
Time) caused a devastating tsunami and human casualties.
However, a large set of strong-motion records was obtained
from this event: 230 records within a source distance (the
closest distance to the fault rupture) of 300 km and the largest
horizontal peak ground acceleration (PGA) of 2.75¢ from a
rock/stiff shallow soil site at a source distance of 70 km. The
PGAs from five records exceed 1g at a source distance over
59 km. Figure la compares the normalized PGA with the pre-
diction from the Zhao, Zhang, et al. (2006) model, hereafter
referred to as the Z2006 model. The normalized PGA was
corrected to the site class (SC) II conditions defined in Zhao,
Trikura, et al., 2006, using the site terms from Z2006 model.
Figure la also shows the median —# of the Z2006 model and
the prediction from the Kanno et al. (2006) (or K2006) mod-
el with Vg, = 400 m/s. Figure 1b compares the spectral
accelerations at 3-s spectral periods with the same models.
The Z2006 model overpredicted the recorded ground motion
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Figure 1,  Comparison between the recorded spectra, the predic-
tion by the Zhao, Zhang, et al. (2006) model (Z2006), median —o of
the Z2006 model, Kanno et al. 2006 model (K2006), and the best
model fitted to the data using the form of the Z2006 model: (a) peak
ground acceleration, and (b) spectral acceleration at 3-s spectral per-
iod. The PGA and spectrum were normalized 1o site class [I; that is,
they were multiplied by exp(S; — §5;) where §; and S, are the site
terms of the Z2006 model for the &-th class and the second class,
respectively. The color version of this figure is available only in the
electronic edition.

by a very large factor compared with the best fit using the
similar functional form to that of the Z2006. The best fit
for the dataset is very close to the median —o of the
72006 model for both PGA and the spectrum at 3-s periods
at most distances. The K2006 model predicts similar PGA to
those yielded by the Z2006 model (Fig. la) and predicts
much higher spectral accelerations at 3-s spectral periods
than does the Z2006 model (Fig. 1b). The median —2o from
the K2006 model is still larger than the median values from
the Z2006 model, which is most likely caused by the lack of
a magnitude-squared term in the K2006 model. The preli-
minary comparison with the other attenuation models shows
that the Atkinson and Boore (2003) and the Gregor et al.
(2002; referred to as G2002) models have very similar extent
of overprediction (D. Boore, personal comm., 2011).

The overprediction may be caused largely by magnitude
scaling, as none of the datasets used in these models contains
any event larger than 8.3. For these models that used the data
from the 26 September 2003 M, 8.3 earthquake in Japan, the
magnitude scaling is still not well constrained. Many models
have a magnitude-squared term or magnitude-cubed term
with a negative coefficient that enhances the magnitude scal-
ing for earthquakes with M,, <~6.5 and reduces the magni-
tude scaling for large earthquakes. Zhao et al. (2009) and

Zhao, Zhang, et al. (2006) interpreted the enhanced magni-
tude scaling for small events at long periods as a result of the
calculation of response spectra when energy associated with
short-period ground motions contributes to the response
spectra at long spectral periods. However, the coefficient for
the magnitude-squared term is usually unnecessary for short
spectral periods. The magnitude-squared term is largely con-
trolled by the small events, which outnumber the large events
by many times. In the present study, the subduction interface
events with M, >26.5, including the recent M, 9 event, will
be used to assess the MSR for large earthquakes without
being constrained by small earthquakes.

The Z2006 and K2006 models both were based on data
from Japan, including the September 2003 M, 8.3 earth-
quake, The K2006 model used a much larger dataset than
did the Z2006 model, with many events that do not have
source types (tectonic locations, such as shallow crustal, sub-
duction interface, and subduction slab). The K2006 model
does not have a magnitude-squared term, and the standard
deviation for the model is much larger than that from the
72006 model. Any differences in magnitude scaling for the
two models may be a result of the functional form used in
these two models.

The G2002 mode! was developed using the results from
numerical simulation based on a stochastic finite-fault model
developed by Silva er al. (1990) and calibrated by the 19
September 1985 M, 8.0 Michoacan, Mexico, earthquake
and the 3 March 1985 M, 8.0 Valparaiso, Chile, earthquake.
The magnitude scaling from this model will also be investi-
gated. If appropriate MSRs can be derived from numerical
simulation, such numerical modelling can be used to con-
strain the model predictions for large earthquakes or to fill
in the magnitude gap among real events.

Magnitude-Scaling Rates of Three Recent
Ground-Motion Prediction Equations

For all models, we used linear and squared or cubed
magnitude terms and magnitude-dependent geometric terms
to compute response spectra, The computed spectra were
then normalized with respect to the spectrum computed
for M, 6.5 at source distances of 30, 60, 120, 180, and
240 km, and the effects of focal depth and site terms were
cancelled by the normalization. Note that all distances are the
closest distance to the fault rupture plane. The MSR is de-
fined as the average slope of a curve in a 2D plot for the nor-
malized spectra in logarithmic scale with respect to moment
magnitude in linear scale. The effect of magnitude-depen-
dent geometric attenuation is included.

Figure 2 shows the normalized spectra for the Z2006
model. Figure 2a shows that, at a 30-km distance, the PGA
for an M, 9 event is about 4.7 times that of an M, 6.5 event,
and this ratio increases with increasing source distance, At a
source distance of 240 km, the PGA from an M, 9 event
is about 11.7 times that from an M,, 6.5 event. The MSRs
generally decrease with increasing magnitude. This model
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does not have a magnitude-squared term for PGA, and the
reduced MSR at large magnitude is the effect of an added
magnitude-dependent geometric attenuation term. At large
distances, the MSR is essentially constant. Figure 2b shows
the normalized spectra at 0.4 s. At large distances, the nor-
malized spectra at all magnitudes are similar to the normal-
ized PGA. At a distance of 30 km, the normalized spectra are
similar to the normalized PGA at a distance of 60 km. The
normalized spectra at 0.4 s and a distance of 60 km are gen-
erally similar to those of the normalized PGA at a distance
of 120 km.

Figure 2¢ shows the normalized spectra at 2.0 s spectral
period from the Z2006 model. The variation of MSRs is twice
those at the 0.4-s period at all distances. Figure 2d shows
that, at 5.0 s, the normalized spectra at distances larger than
120 km are similar to those at the 2.0-s period at the same
distance, while the normalized spectra at a source distance of
80 km or less are considerably smaller than those at a 2.0-s
period at the same distance. The MSRs at the 5.0-s period at
magnitudes close to 9 and at a source distance of less than
80 km (the result from 80 km is not shown) are insignificant.

The linear magnitude term in the Z2006 model varies
between just over 1.0 for PGA to just below 2.0 at long
periods, as suggested by the slope of the normalized spectra
at magnitudes between 6.5 and 7.0.

Figure 3 shows the normalized spectra from the G2002
model for the same spectral periods and source distance as
used in the Z2006 model. The G2002 model used a linear

magnitude-dependent geometric attenuation term and has
a constant added distance term to provide finite prediction
at zero distance. A magnitude-cubed term was used to pro-
vide variable MSR with magnitude, but the coefficient varies
between negative and positive. The positive values produce
an MSR that increased with increasing magnitude, which is
not consistent with the models for crustal earthquakes re-
viewed by Zhao and Lu (2011) or with the two other models
reviewed in the present study. Figure 3a shows that the nor-
malized PGA is essentially a linear function of magnitude and
the MSR increases with increasing source distance, an effect
of the linear magnitude-dependent geometric attenuation
function. The MSRs for PGA at all distances are much smaller
than those of the Z2006 model. For example, at M, 9, the
normalized PGA at a source distance of 30 km is only 1.5
times that from an M, 6.5 event, while the same ratio from
the Z2006 model is 4.7. The normalized PGAs for an M, 9
event are 1.9, 3, 3.9, and 4.9 at source distances of 60, 120,
180, and 240 km, respectively, while the normalized spectra
from the Z2006 model are 6.8, 10, 11, and 11.7 at the same
distance, varying between 2.4 and 11.7 times those of the
G2002 model.

Figure 3b shows the normalized spectra at a 0.4-s spec-
tral period for the G2002 model. The curvature of the nor-
malized spectra is positive, in contrast to the other spectral
periods and those of the Z2006 model. The increase in MSR
with increasing magnitude is caused by the positive values
for the magnitude-cubed term. The average MSRs are much
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less than those of the Z2006 model. At M, 9.0, the normal-
ized spectra vary between 1.5 and 5.2 in a distance range
of 30-240 km, while the normalized spectra of the Z2006
model vary between 7.2 and 13. At a 2.0-s spectral period,
the normalized spectra of the G2002 model in Figure 3c are
still significantly lower than those of the Z2006 model shown
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in Figure 2c. The normalized spectra from the G2002 model
at 5.0 s (Fig. 3d) are very close to those of the Z2006 model
shown in Figure 2d.

Figure 4 shows the normalized spectra from the K2006
model. This model has very similar normalized PGA to that
of the Z2006 model and only moderately larger than that of
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the Z2006 model at a source distance of 180 km or larger, as
shown in Figure 4a. Figure 4b shows the normalized spectra
at 0.4 s. They are similar to or slightly higher than those of
the Z2006 model at distances equal to or less than 60 km. Ata
large distance, the normalized spectra are about 1.5-1.8 times
those of the Z2006 model at M, 9.0. At long periods,
compared with the results in Figure 2¢,d, the normalized spec-
tra are much larger than those of the Z2006 model by a factor
of up to 3, as shown in Figure 4¢,d. The normalized spectra
increase almost linearly with increasing magnitude because
the K2006 model does not have a magnitude-squared term
at long periods, The slight nonlinear increase with increasing
magnitude is caused by the added magnitude-dependent dis-
tance in the geometric attenuation term.

The analyses presented here show a very large variation
in the MSRs among the three models, and the differences are
extremely large between the Z2006 and the K2006 models
for moderate and long spectral periods, even though they
were both derived from the Japanese data. The G2002 model
has the lowest MSRs, but the curvature of the normalized
spectrum is positive for some spectral periods, suggesting
that the normalized spectrum increases faster than does
the linear function of magnitude. That is not consistent with
all other models evaluated here and in the study by Zhao and
Lu (2011) and may not be physically plausible either.
However, the small MSRs of the G2002 model at short dis-
tance appear to lead to better prediction of the data from the
11 March 2011 (M, 9) Japan earthquake than do the other
models compared by D. Boore (personal comm., 2011).

Strong-Motion Dataset

A total of 2100 strong-motion records from 30 subduc-
tion interface earthquakes in Japan, recorded by K-NET,
KiK-net, and strong-motion networks operated by Port and
Harbour Research Institute and Japan Meteorological
Agency, with a magnitude of 6.5 or larger were compiled,
including 230 records from the recent 11 March 2011 M, 9.0
earthquake (Off the Pacific Coast of Tohoku earthquake;
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National Research Institute for Earth Science and Disaster
Prevention (NIED), 2011). The dataset has 256 records from
the 26 September 2003 M,, 8.3 event (Tokachi-OKki earth-
quake), 222 records from the 26 September 2003 M, 7.4
event (an aftershock of the Tokachi-Oki earthquake), 256
records from the 16 August 2005 M,, 7.2 event (Miyagi-
ken Oki earthquake), and 153 records from the 9 March
2011 M, 7.5 event (a foreshock of the Tohoku earthquake).
The dataset also includes records from other large subduction
interface events used in the Z2006 model. Figure 5a shows
the carthquake distribution with respect to magnitude and
focal depth, and Figure 5b shows the number of records for
each event and its magnitude. Half of the events have 10
records or fewer, and four events have only one record.
Figure 6a—d show the data distribution with respect to source
distance and magnitude from SC I, SC II, SC III, and SC IV
sites, respectively. The site classes were from Zhao, Irikura,
et al. (2006) and were broadly similar to those of the Na-
tional Earthquake Hazard Reduction Program (NEHRP) site
classes (Building Seismic Safety Council, 2000); see table 1
in Zhao (2010). Fault rupture models are available for 20 of
the 30 earthquakes, and the hypocentral distances were used
for the events without a fault rupture model. The fault mode
for the M, 9.0 2011 Tohoku earthquake is from NIED
(2011). The fault model for the second largest earthquake,
the M, 8.3 2003 Tokachi-Oki earthquake, is from Yagi
(2004); it has an optimal focal depth of 17 km. The use of
shallow depth in the model by Yagi (2004) leads to a distance
of 28.3 km for the closest strong-motion station. If the focal
depth of 27 km from the U.S. Geological Survey is adopted,
the closest station to the fault plane would be about 35 km.
This level of difference in distance is not expected to signif-
icantly affect the results presented in the present study.
Figure 7 shows the attenuation of the normalized PGA
and response spectra at 3-s spectral periods from three recent
large subduction interface events: the 9 March 2011 M, 7.5
event, the 26 September 2003 M,, 8.3 event, and the 11
March 2011 M,, 9.0 earthquake. A few features can be
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Figure 5. (a) The distribution of strong-motion records from large subduction interface earthquakes from Japan, with respect to mag-
nitude and focal depth. (b) The number of records for each of the 30 earthquakes with a magnitude of 6.5 or larger, including 230 records from

the 11 March 2011 earthquake with M, 9.0.
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observed. The PGA and acceleration spectra were normalized
to the site class II condition, at a focal depth of 20 km using
the site and the depth terms from the Z2006 model. Visual
inspection suggests that the data from the M,, 9 and M,, 8.3
events are similar at distances over 150 km. The PGA and
spectral accelerations at 0,5 s and 1.0 s from the M, 9 event
are, on average, moderately larger than those from the
M, 8.3 and M, 7.5 events at distances within 150 km.
The PGA and spectral accelerations at 0.5 s and 1.0 s from
the M, 7.5 and 8.3 events can be fitted very well with an
attenuation function without a magnitude term. At 5.0 s,
Figure 7d shows that the spectra from the two larger events
are comparable, while the spectra from the M, 7.5 event are
evidently smaller than those from the other two events.

Method of Analyses

The objective of the present study is to assess the MSRs
for large subduction interface earthquakes. Zhao and Lu
(2011) suggested that the use of a random effects model
makes the analyses complicated, with interpretation required
for both the magnitude term and the interevent residuals.
Among the events used in the present study, four events have
one record, one event has two records and three events have
three records, as shown in Figure 5b. When a magnitude term
and the interevent residuals are used, misfit of these records
propagates into interevent and intraevent errors, and these
records do not contribute significantly to the determination
of path and source effects. This means that the statistical
power of the events that have only a few records can be
reduced significantly. To accommodate those events with
a small number of records, the earthquakes are divided into
eight groups according to their magnitudes. The magnitude
spread in each group is less than 0.2 magnitude units. The
total number of records for PGA in each group varies
between 28 and 536 so that each group of earthquakes has
a reasonable number of records for statistical analyses. Each
group of events can then be treated as an earthquake with a
magnitude equal to the average magnitude of all events in
this group.

In the present study, all data are from Japan. The model
parameters such as site class terms, depth terms, and the
terms that control the near-source model prediction from a
previous study (Zhao 2010) can be used, to avoid any effect
from the reduced number of records compiled in the present
study. The Zhao (2010) study accommodated the variation of
geometric attenuation rates for both shallow crustal and sub-
duction slab events and depth-dependent anelastic attenua-
tion rates for subduction interface events. The model
parameters for site class and depth and the near-source terms
from Zhao (2010) are used. The justifications for using site
class, depth, and near-source terms from the Zhao (2010)
study are as follows:

1. The site amplification ratios derived from site class terms
(reflecting the relative differences between the site terms

J. X. Zhao and H. Xu

for a soil class and the SC I site class) of the Zhao (2010)
and Zhao, Zhang, ef al. (2006) studies are virtually iden-
tical, though the two models used very different geo-
metric attenuation functions. This result suggests that
the dataset is large enough and the distributions of the
records with depth, magnitude, distance, and site classes
are good enough to diminish the trade-offs between the
estimates for the source, path, and site effect terms. Note
that the proposed way of using the site terms from the
Zhao (2010) model in the following section excludes
the effect of absolute values of the site terms.

2. The Zhao (2010) study used separate depth terms for
crustal, subduction interface, and subduction slab earth-
quakes and a depth-dependent anelastic attenuation term
for subduction interface events. These new features lead
to a much smaller depth term for the subduction interface
events than that of the Zhao, Zhang, er al. (2006) study.
Any differences between the estimates for the depth term
in the Zhao (2010) study and the model proposed in the
present study can be caused by the change of datasets, but
the effect from different values for the depth term should
be small.

3. The near-source terms in the Zhao (2010) study were
constrained by the near-field records from Californian
earthquakes, and they cannot be reliably estimated by
the present dataset without the overseas near-source
records. The best approach would be the use of the near-
source terms from the Zhao (2010) study. with adjust-
ment that can be derived for large ecarthquakes as
suggested in the subsequent section, A Simple Attenua-
tion Model for Assessing Magnitude Scaling.

With the earthquakes grouped together according to
their magnitude, and adopting the site class terms, depth
terms, and the near-source terms, a very simple model can
be used to assess the magnitude scaling for large subduction
interface earthquakes from Japan.

A Simple Attenuation Model for Assessing
Magnitude Scaling

For subduction interface earthquakes, the anelastic at-
tenuation rate for shallow events differs from that of deep
events, as shown by Zhao (2010). First. the acceleration
spectra were normalized to site class IT and a focal depth
of 20 km using the results from the Zhao (2010) study.
The normalization effectively deleted these parameters from
the attenuation model. A simple model is proposed in the
present study:

Ingr(.“f.j) = (l'[lﬂg‘.(!‘j_j) =F d logr(!‘i.j ¥ ."")]
+ bsux; jdsu + bpgepXi jOpeep + f + A (1)

1 if depth <25 km
B e
XeH {0 if depth > 25 km " @
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T 1 if depth > 25 km (3)
PEEF =10 if depth <25 km "’ :
rij = xi; +exple +dyy), )
and
s Bl M:- if Mi < Cmux
e {Cm:!x if M:' > Crnux‘ {5)

where x; is the shortest distance between a recording station
and the fault plane: coefficient v is the geometric attenuation
rate; bgy is the anelastic attenuation rate for earthquakes with
a focal depth of 25 km or less; bpggp is the anelastic attenua-
tion rate for earthquakes with a focal depth over 25 km; fis a
constant; and A; is a constant for the i-th group events. For
the group of events with an average magnitude of 6.5, \;, =
0.0 is enforced. Parameter [ is the added geometric attenua-
tion rate primarily for records with a source distance larger
than r,, as used by Chiou and Youngs (2008) and Zhao and
Lu (2011) to accommodate the reduced attenuation rate at
large distances as shown in Figure 7. Subscript i denotes the
i-th earthquake group, and j denotes the j-th record in the
i-th earthquake group. The terms ¢ and d control the near-
source prediction, and the values from the Zhao (2010) mod-
el were adopted, as these lerms cannot be determined reliably
from the present dataset. For large and great earthquakes,
Ciuax is used to adjust the model prediction within about
50 km. The main interest in the present study is to determine
the constant \; for each earthquake group, and the MSR can
then be assessed by the variation of A; with the average mag-
nitude for each earthquake group. Note that the geometric
attenuation function form in equation (1) differs from that
in Zhao (2010), which means that the site class and depth
terms derived by using equation (1) may differ from those
in Zhao (2010). However, the differences between these
terms from the Zhao (2010) and Zhao and Zhang er al.
(2006) are reasonably small even though the geometric
attenuation functions in these two studies are very different.
This provides some confidence in that the use of site class
and depth terms from the Zhao (2010) study would not lead
to any serious and systematic bias in the estimate of magni-
tude scaling.

The terms adopted from the Zhao (2010) study are ¢ and
d, which cannot be determined reliably from the dataset used
in the present study. Geomeltric attenuation terms ¢ and [,
anelastic attenuation rates bgy for shallow subduction inter-
face events and bpggp for deep subduction interface events,
near-source term C,,, and A; for seven groups of earth-
quakes, are to be determined by a regression analysis. The
total number of terms to be determined in equation (1) is 16,
which is moderately large, and some may not be statistically
significant. As the total number of records and the number of
records in each earthquake group are reasonably large, it is
possible to rely on statistical properties of each term to

determine which parameter is statistically necessary, espe-
cially the constants for each group of the earthquakes. The
approach was to perform a regression analysis assuming all
the terms in equation (1) were nonzero, and the r-test was
carried out for each term to verify that the estimate for each
term was statistically significant at a 5% significance level.
Ratios of the median estimates for each term over their stan-
dard deviations were computed, and the term with the smal-
lest ratio and that was not statistically significant was deleted.
This process was repeated until the estimates for all terms in
the final model were statistically significant. Parameter /3
was obtained by minimizing model prediction error sub-
jected to obtaining negative or zero values for all anelastic
attenuation terms.
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Figure 8. Distribution of residuals with respect to source dis-
tance for the simple model derived in the present study for (a) PGA
and spectral periods of (b) 0.4 s, (¢) 2.0 s and (d) 5.0 s. The color
version of this figure is available only in the electronic edition.
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Figure 8 shows the distribution of residuals with respect
to source distance, for PGA, and acceleration spectra at 0.4-s,
2.0-s, and 5.0-s spectral periods. Trendlines as a polynomial
of third order of source distance are also presented. The re-
siduals were defined such that a positive residual means an
underprediction by a factor of the exponential of the residual
value, and a negative residual means an overprediction. If the
value for the trend line is zero at all distances, the overall fit
to the source distance is unbiased. Apart from the data at
large distances over 250 km, Figure 8 shows that the model
in equation (1) with the terms that passed the statistical tests
have unbiased residual distributions with respect to source
distance for all periods. The slight underprediction at large
distances can be eliminated if more complex geometric at-
tenuation functions, similar to those for the subduction slab
earthquakes from the Zhao (2010) model, are adopted. This
aspect of the subduction interface earthquakes will not be
pursued further in the present study.

Figure 9a shows the variation of geometric attenuation
rate with spectral period. The largest absolute value of the
geometric attenuation rate is at 0.6 s, beyond which the rate
decreases rapidly with increasing spectral period. Figure 9b
shows the absolute values in percentage for the anelastic at-
tenuation rates for the events with a focal depth of 25 km or
less (shallow) and those for deep events with a focal depth
between 25 and 50 km. The anelastic attenuation rates for
shallow earthquakes are much larger than those for the deep
carthquakes, consistent with the results from Zhao (2010).

Figure 10 shows the variation of parameter 3 and C,,,,,
with spectral period, and they have been smoothed across the
periods. Figure 10a shows that, over a 2-s spectral period, the
absolute value of 3 decreases quickly with increasing period,
because the decrease in attenuation rate with increasing
distance becomes less prominent at long period as shown in
Figure 7d. Figure 10b shows the variation of parameter C,,
with spectral period. Parameter d was fixed as 1.15 (corre-
sponding to 0.5 in log,, scale) and the added distance
exp(c + dvy) is a fraction of fault length that reduces the
geomelric attenuation rate at short distance to a much lower
value. This term can also be interpreted as the portion of the
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fault that makes a significant contribution to the response
spectra in the near-source region. The seismic waves from
the portion of the fault further away from a near-source
recording station may contribute little to the response spectra
at this particular station because of the geometric and anelastic
attenuation and the incoherence of short seismic waves that do
not lead to constructive interference. Figure 10b suggests that,
for PGA and the spectrum at a 0.05-s period and for earth-
quakes with a magnitude larger than 6, the portion of the fault
that contributes significantly to the response spectra at a near-
source station is the same as for an M, 6 event. As the period
increases, the effects of incoherence, geometric attenuation
rate, and anelastic attenuation rate decrease with increasing
period. Therefore, the portion of the fault [represented by
expl(c + dCy, )] that significantly contributes to the response
spectra at a near-source station also increases with increasing
magnitude, leading to the increase in Cp,, with increasing
periods as shown in Figure 10b. However, the capped mag-
nitude C,,, is still much less than the magnitude of the largest
event in the present dataset at a 5.0-s spectral period.

Magnitude Scaling

The constants for each group of earthquakes in
equation (1) are presented next. These constants represent
the effect of earthquake magnitude for each group of events
rather than each event. However, the difference in magnitude
over the events in one group is less than 0.2 magnitude unit,
and each magnitude group can be taken as one event. A func-
tion of magnitude that can be fitted to these constants very
well can be taken as the magnitude-scaling part in an attenua-
tion model. Thus, the MSR is the slope of a curve in the 2D
plot of the constants in equation 1 versus the average mag-
nitude. Because the interest of the present study is to assess
the magnitude scaling for large subduction interface earth-
quakes, normalization can be used to present the possible
magnitude scaling so as to eliminate the effect of the absolute
values. Figures 11-13 present the constant A; in equation (1)
(with A; = 0.0 for the event group with an average magni-
tude of 6.5). Parameter J; is labeled as normalized magnitude
scaling in a natural logarithm scale, and this function of the
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Variation of (a) geometric attenuation rate and (b) anelastic attenuation rates. Absolute values multiplied by 100 are used for the

anelastic attenuation rate. The color version of this figure is available only in the electronic edition.
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magnitude may be used in an attenuation model. For the
models used by Youngs et al. (1997) (referred to as
Y1997), and the Z2006, K2006, and Zhao (2010) studies,
the exponential of the magnitude scaling presented in Fig-
ures 11-13 represents the normalized spectrum at a very
large distance because the effect of the near-source terms
on the magnitude scaling is represented separately by 1
in equation (5). When the distance is large, the effect of
added magnitude-dependent distance in the geometric at-
tenuation term (as used by Zhao 2010 and Kano et al
2006) is negligible, and therefore the normalized spectra
in Figures 11 and 13 are equivalent to the normalized spectra
for a large distance as shown in Figures 2 and 4.

A number of functions can be fitted to the normalized
spectrum. The data suggest that the simplest one would be to
fit a straight line to the data for magnitude over 7 and the
slope of the straight line would be the magnitude term that
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can be used in an attenuation model for the earthquakes
over magnitude 7. The slopes are labeled as Mgy in
Figures 11-13. Another possibility is to fit a bilinear model
with two segments, and the slope of the second segment (for
magnitude larger than the corner magnitude) can be used as
the magnitude term in an attenuation model for large earth-
quakes. The slope for the first segment would be the mag-
nitude term for events with a magnitude between 6.5 and the
corner magnitude. The distribution of the constants with
respect to magnitude shown in Figures 11-13 strongly
supports a bilinear model for all periods. The third possible
option is to fit a smoothed curve to the data. The functions
used in Figures 11-13 have the form

F(M,,) = (M,, — 6.5) explulog. (M, — 6.5 + p) + ¢,

(6)
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Figure 11.  Normalized magnitude scaling in natural logarithm scale \; as a function of moment magnitude, a possible magnitude-scaling
rate (MSR; the slope of the fitted straight line function of magnitude for earthquakes with a magnitude 7 or larger), a bilinear model and a
curved model fitted to the data, for (a) 0 s (PGA) and spectral periods of (b) 0.1 s, (¢) 0.2 s, and (d) 0.3 s spectral periods. The curved model is
given in equation (6). The color version of this figure is available only in the electronic edition.
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where j1, i, and p are constants to be determined by a regres-
sion analysis. Equation (6) is not overly complex to use for
an attenuation model. The curved magnitude scaling fits the
data even better than does a bilinear model, but the number of
data points is very limited.

Figure 11 shows the normalized magnitude scaling A;
for PGA and spectra at 0.1-, 0.2-, and 0.3-s spectral periods,
together with those derived from Zhao (2010) (broken line),
the bilinear model, the curved model in equation (6), and the
MSR derived from a straight line fitted to the data from earth-
quakes over M, 7. The scatter is large but generally smaller
than or similar to the interevent standard deviation for large
events in the Zhao (2010) model. The MSRs from the bilinear
model and the linear model for M,, >7 events are generally
similar, but they are much smaller than those of all attenua-
tion models for the subduction interface events examined in
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the present study. For example, for PGA, the MSR is 1.23 in
the Zhao (2010) model. The linear model gives an MSR vary-
ing between 0.10 at 0.1 s and 0.25 at 0.3 s, while the MSRs
for the Zhao (2010) model vary between 1.23 and 1.39. The
corner magnitudes that separate two linear segments of the
bilinear models are 7.2 for the data in Figure 11. The curved
models provide better fitting to the data.

Figure 12 presents the normalized magnitude scaling A,
for spectraat 0.5 s, 0.8 s, 1 s, and 2 s. The MSRs derived from
the linear model increase with increasing spectral period,
from 0.44 at 0.5 s to 0.77 at 2 s. Again the MSRs derived
from the linear model are generally similar to the slope of
the second segment for events larger than 7. The MSRs
for the Zhao (2010) model derived from the broken lines
in Figure 12 are 1.41 at 0.5s, 1.34 at 0.8 s, 1.32 at | s, and
1.27 at 2 s, about 2.5 times those for the linear models. Note
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that the magnitude-squared term is less than zero at spectral
periods over 0.15 s, and the absolute values increase from 0
at 0.1 s to 0.16 at 5 s. When the magnitude-squared term is
not zero, the MSR is the first derivative of the magnitude
function (from the linear magnitude term plus the magni-
tude-squared term) with respect to magnitude and is com-
puted for M, 8.

Figure 13 shows the normalized magnitude scaling A;
for 3-s and 4-s spectral periods. The MSR from a linear model
is 0.89 for 3 s and 1.04 for 5 s, while the Zhao (2010) model
has an MSR of 1.3 at 3 s period and 1.45 at 5 s. The MSRs of
the bilinear model for large events are similar at both spectral
periods.

Figure 14a compares the MSRs of the present study with
those of various models, Note that the G2002 model has a
magnitude-dependent geometric spreading term and the
MSRs depend on source distance. Figure 14a presents the
MSRs computed for 100- and 200-km source distances for
the G2002 model, while the MSRs for all other models
are for large distances where the magnitude-dependent added
distance has little effect. The Y1997, Z2006, and Zhao
(2010) models all have magnitude-squared or cubed terms,
and the MSRs were computed at M, 8. The MSRs from the
G2002 model for rock sites at a source distance of 100 km
are very close to those of the present study. However, at
source distance of 30 km, the MSRs of the G2002 model
are less than those from the present study. The MSRs from
the Z2006, Zhao 2010, and Y1997 models vary between 1.0
and 1.5 at all periods. The magnitude-scaling rates of the
K2006 model are similar to those of the Z2006 model at
periods up to 0.8 s and then increase quickly with increasing
period, with the largest value being just over 2.

Figure 14b compares the model standard deviation from
the present study with those of the Z2006, K2006, and
Y1997 models. The standard deviation from the present
study was computed approximately from

or = Vo + 7 (7)
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where o is the standard deviation in the regression analysis
for equation (1) and 7 is the standard deviation in the regres-
sion for equation (6). The analysis procedure used in the
present study is similar to the two-step analyses of Joyner
and Boore (1981), but the use of magnitude group can still
underestimate the true standard deviation derived from the
two-step method without magnitude grouping.

The standard deviation from equation (7) varies between
that of the Y1997 model for rock and that of the K2006
model. The standard deviation from the present study is gen-
erally higher than that of the Z2006 model at most spectral
periods, probably caused by the restriction imposed on the
terms for near-source model prediction, site effect, and the
effect of focal depth. With these restrictions, the standard
deviations of the present study are still less (by a large margin
at some periods) than those of the K2006 model.

Zhao and Lu (2011) suggested that the reduced
magnitude-scaling rate for large earthquakes was a result of
a reduced energy ratio (the ratio of energy contributed to the
response spectrum at a given spectral period over the total
energy) for large earthquakes. Figure 15 shows the energy
ratios for a set of strong-strong-motion records from New
Zealand and those from the two large subduction earth-
quakes (M, 7.5 on 9 March 2011 and M, 9 on 11 March
2011). Figure 15 shows clearly that the average energy ratio
for the M, 9 event is considerably smaller than those for the
earthquakes with a magnitude of 7-7.5.

Discussion and Conclusions

Using a similar method to a previous study by Zhao and
Lu (2011), the present study investigates magnitude scaling
for large subduction interface earthquakes from the Zhao,
Zhang, et al. (2006) (Z2006) model, Kanno er al. (2006)
(K2006) model, and Gregor et al. (2002) (G2002) model.
Similar to the models for large shallow crustal earthquakes,
the MSRs from the models for subduction interface earth-
quakes vary significantly among different models. The dif-
ference between the Z2006 and K2006 models at periods
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Figure 14. (a) Comparison of the MSRs at large distance derived from the present study and MSRs from the Z2006 and Zhao (2010)
models, the K2006 model for shallow earthquakes, the Youngs et al. (1997) model (Y 1997 model) for rock sites, and the G2002 model for
rock sites. (b) Comparison of the standard deviation for the model derived in the present study with those from the Z2006 model, the K2006
model for shallow earthquakes, and the Y1997 model for rock sites. The color version of this figure is available only in the electronic edition.
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over 1 s is alarmingly large, as the two models were both
derived from the Japanese data.

A total of 2100 strong-motion records from 30 large
subduction interface carthquakes in Japan with a moment
magnitude of 6.5 or larger were compiled, including the
11 March 2011 M, 9 event. These earthquakes were grouped
according to their magnitude. An attenuation model with
geometric and anelastic attenuation rates and a constant term
for each earthquake group was fitted to the normalized spec-
tra. The simple model without a magnitude term allows a
constant term for each earthquake group to account for
the magnitude effect. Three possible models were used to
derive the magnitude-scaling rates: a simple linear model for
those events with a magnitude over 7 supported by the data, a
bilinear model with a corner magnitude to separate the mag-
nitude-scaling function into two linear segments, and a sim-
ple curved model as functions of magnitude. The slopes of
these straight lines would be the simple magnitude terms for
a new model for a full dataset, while the interest of the pre-
sent study is primarily to assess the magnitude-scaling rate—
the slope of magnitude-scaling curves for large earthquakes.

The results show that MSRs derived from large subduc-
tion interface earthquakes are significantly smaller than those
of the empirical prediction equations derived from real earth-
quake records. At short periods, the MSRs derived in the
present study are only a fraction of those from the three
empirical attenuation models derived from primarily the
Japanese data. At spectral periods over 0.3 s, the MSRs de-
rived in the present study are between about 1/3 and 1/2 of
those from the existing empirical models.

The MSRs of the G2002 model, derived from synthetic
data using a stochastic finite-fault model are surprisingly
close to the values derived from the data in the present study,
especially at short distances. However, at a distance of 50 km
the MSRs of the G2002 model are less than the values from
the present study.

The results of the present study, however, differ from
those of the Zhao and Lu (2011) study for shallow crustal

1. X. Zhao and H. Xu

earthquakes. Zhao and Lu (2011) showed that a zero mag-
nitude-scaling model worked well for the data from 13 large
crustal earthquakes with M,, over 7 for spectral periods
between 0.6 and 5 s, while the present study shows that
the MSR increases with increasing spectral period. While
no theoretical justification can be provided to explain the dif-
ference, the anelastic attenuation rates for a deep subduction
interface event are considerably smaller than those from shal-
low subduction interface events and shallow crustal events.
This means that the seismic waves from a distant part of the
fault for a deep subduction interface earthquake are attenu-
ated much less rapidly than for those from a crustal event,
allowing a large part of the ground-motion generation area
to produce the seismic waves that contribute significantly
to the response spectrum at a recording station. This leads
to a larger magnitude beyond which ground-motion ampli-
tude would be saturated in the period range for engineering
applications. Twenty of the 30 events used in the present
study have a focal depth larger than 25 km, the boundary
between shallow and deep subduction interface earthquakes
assigned in the Zhao (2010) study.

Another feature of the subduction interface earthquake
is that its fault area can have a width that can be very close to
its length. This may allow a larger ground-motion generation
area on a fault to produce ground motions that contribute to
the response spectra at a station for a given distance, com-
pared with a relative narrow and long fault for a crustal
earthquake.

It is encouraging to find that numerical simulations used
by Gregor et al. (2002) produced very similar magnitude
scaling to those derived from the present study. Such a close
match may allow researchers to apply this method to fill in
the data gap and/or to constrain the model prediction for
large damaging subduction earthquakes. The recent study
by Atkinson and Goda (2010) shows that the synthetic
strong-motion records generated by a stochastic finite-fault
model developed by Motazedian and Atkinson (2005) pro-
duced very similar inelastic response spectra to those of real
strong-motion records with minor modification or amplitude
scaling. These results provide confidence in using synthetic
strong-motion records for engineering applications.
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A Comparison of Vg3, and Site Period as Site-Effect Parameters in

Response Spectral Ground-Motion Prediction Equations
by John X. Zhao™ and Hua Xu

Abstract Vo, the shear-wave travel time averaged soil shear-wave velocity of
the top 30 m, has been used to represent site effects in many recent ground-motion
prediction equations (GMPEs). However, while V g3, has been found to be a reasonable
parameter to represent site effects in some studies, other studies provide contradictory
evidence. In the present study, a systematic comparison between the predictive capa-
bilities of these two site-effect parameters is carried out using a large ground-motion
dataset from Japan. The basis of the adopted approach is to compare the standard
deviations and amplitudes of amplification ratios in empirically modeling site effects
by using either site period (7'g, four times the shear-wave travel time from the bedrock
to the ground surface) or Vg The site effects modeled specifically include site am-
plification ratios between surface and borehole records from KiK-net, in addition to
the site-effect terms from a GMPE. For KiK-net data, T is determined to be a better
predictive parameter than V g4 for soil sites with 7 > 0.6 s, while the two parameters
lead to a similar variability in amplification ratios for sites with Ty < 0.6 s. For site
effects obtained from the GMPE, Vg3 and T’ are statistically equal for all site classes
at most periods, while Vg, leads to smaller variability than T'g at some spectral peri-
ods. The conflict between the KiK-net surface—borehole records, and the results from
the GMPE is likely to be a result of large variability in the GMPE, containing source-,
path-, and site-variability, as compared with the reduced variability in the surface—
borehole KiK-net data pairs. Although V¢ and T lead to statistically similar stan-
dard deviations for the data from a GMPE, T still leads to better median amplification

ratios than Vgs.

Introduction

Near-surface site conditions are one of the most influen-
tial factors affecting ground-motion parameters for engineer-
ing design. In ground-motion prediction equations (GMPEs)
for peak ground acceleration (PGA) and 5% damped spectral
accelerations, site effects are often characterized by a set of
simplified parameters that seek to characterize the salient
features of the near-surface soils when subjected to ground-
motion shaking. Common site parameters include the site
period (T'g, four times the shear-wave travel time from the
bedrock to the ground surface in the vertical direction) and
the time-averaged shear-wave velocity over the top 30 m of
the soil deposit, V0. Zhao, Zhang, ef al. (2006) and Zhao,
Irikura, et al. (2006), for example, used site classes based on
T'g, while McVerry et al. (2006) used site classes based on
geological and geotechnical descriptions of soil layers and
Ts. Conversely, Vg3 is the most commonly used site param-
eter in modern GMPEs, including Next Generation of Attenu-

*Also at GNS Science, | Fairway Drive, Avalon, Lower Hutt 5010, New
Zealand.

ation (NGA) models (Abrahamson and Silva, 2008; Boore
and Atkinson, 2008; Campbell and Bozorgnia, 2008; Chiou
and Youngs, 2008). However, there are ample research ar-
ticles that demonstrate the limitations of Vg, as reviewed
by Castellaro ef al. (2008). McVerry (2011) showed the im-
provement in the prediction of response spectra by using
T s as the site parameter in a GMPE and the inappropriateness
of Vg as a site parameter for New Zealand strong-motion
recording stations. In this study, we discuss appropriate site
parameters for GMPEs only.

Some authors have considered Ty to be a better site
parameter from both theoretical and practical perspectives
(Zhao, Irikura, et al., 2006; Zhao, Zhang, et al., 2006; Cas-
tellaro er al., 2008; Luzi et al., 2011; McVerry, 2011). Luzi
et al. (2011) also proposed the combination of Vg, and site
fundamental frequency using Italian records. The depth used
to calculate T'¢ depends on the shear-wave velocity of engi-
neering bedrock, which is defined as having a shear-wave
velocity equal to or greater than 700 m/s by Zhao, Zhang,
et al. (2006), and adopted herein, while 1100 m/s was used
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by Walling et al. (2008). T's is considered to be zero when
engineering bedrock outcrops are found at the surface. For
a higher bedrock shear-wave velocity, the depth of bedrock
is also usually greater. Therefore, very high shear-wave
velocity values are not usually used in a GMPE because they
are not generally available for engineering applications or
there is a high cost to measure the shear-wave velocity for
a large depth.

The use of Vg3 as the only site parameter for shallow
soil layers in some GMPEs, such as those of Boore and
Atkinson (2008) and Campbell and Bozorgnia (2008), is
controversial as it is considered a theoretically incomplete
parameter. The reliability of Vg3, was debated during the
Symposium on Effects of Surface Geology on Seismic Mo-
tion held in the University of California at Santa Barbara
(2011). Abrahamson (2011) suggested that Vg3, was a suit-
able site parameter in a GMPE and worked well for providing
a smoothed transition for response spectrum from rock to
soil sites. Castellaro (2011) suggested that Vg3, alone should
not be a proxy for site effect at all. Zhao (2011) investigated
the modeling of site effects by using T'g and V g3. This article
expands on the results of Zhao (2011).

We used two large sets of strong-motion records from
Japan, and the large number of records allows for very de-
tailed assessment of the appropriateness of Ty and Vg3, as
site parameters. Surface-borehole, strong-motion record
pairs from KiK-net sites were also used because the ampli-
fication ratios between the surface and borehole records are
less affected by the variability associated with source and
path effects than GMPEs. This study may provide some plau-
sible insights to the debate about the suitability of Vg, as the
proxy for site effects, and why many GMPE developers have
used Vg9, although many agree that V g3 cannot account for
many other aspects of site response. We also propose and
evaluate the T’y as a possible alternative to Vg3 for a GMPE.
To assess the appropriateness of Tg and Vg3 as site param-
eters, it is important to examine the correlation between them
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for a large number of strong-motion recording stations. If
these two site parameters are highly correlated, either can be
used as a site parameter. To make a simple comparison, a
pseudo site period is defined:

(H

Vaa — V,}'j(] ’

in which the unit for Vg, is m/s. For a site where bedrock is
reached at a depth of 30 m, T'y_ = equals the T’y based on an
assumption of a 1D model (4 x depth = 120 m). Figure 1
shows the correlation of these two site parameters, with
the solid line being a function of T for calculating Ty, .
Figure la shows all stations in this study, and Figure 1b
shows the KiK-net stations only. The correlation is excellent
for T4 <04 s for both sets of stations. The standard
deviation is 0.266 on a natural logarithm scale for all sites,
and 0.173 for sites with T = 0.4 s or less for all stations
used in the present study, much less than the model predic-
tion standard deviation of most GMPEs. The correlation be-
tween Ty and Ty for KiK-net stations is better than for all
stations, with a standard deviation of 0.213 with respect to
the correlation curve. For sites with T5 < 0.04 s (in the case
where a very thin layer of soil lies on an engineering bed-
rock), on average both Ty and the amplification ratio
(KiK-net surface and borehole) are essentially constant.
Therefore, T fixed at 0.04 s if it is less than 0.04 s. The good
correlation for short-period sites (up to 0.4 s) suggests that T'g
and V g3 can be equally good site parameters. The scatter for
sites with Tg > 0.5 s is considerable and may lead to differ-
ent model predictions between the two site parameters. The
important point is whether the large scatter in Figure 1 for
moderate and long-period (more than 0.5 s) sites can lead
to statistically significant, and practically different, site am-
plification ratios and associated variability in a GMPE. The
small standard deviation in the correlation between the two
site parameters means that any difference in the site effect
between them can be obscured by the large model prediction

b) 256
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Figure 1.  Correlation between T’y and Ty, for strong-motion recording stations in Japan, (a) all stations used in the present study and
(b) KiK-net stations only. The site period for KiK-net sites is computed to the bedrock depth, four times the shear-wave travel time to the
bedrock depth. For those sites with 75 < 0.04 s, T's was set as 0.04 s. The KiK-net stations have a better correlation between site period and
Ty,,- The color version of this figure is available only in the electronic edition.
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variability, typically 0.6-0.8 on a natural logarithm scale, of
a GMPE.

Methodology

The best way to empirically assess the suitability of a
site parameter, such as Vg, or T, to represent site effects
in a GMPE, is to use a large strong-motion dataset suitable
for developing GMPE. In such an empirical assessment, all
necessary earthquake parameters are needed, including the
shear-wave velocity profiles of the recording stations, pref-
erably measured values down to the depth of engineering
bedrock. Therefore, we have assembled records from the
strong-motion networks of KiK-net and K-NET, operated
by the Institute of Earth Science and Disaster Prevention
in Japan, and the network operated by the Port and Airport
Research Institute (PARI) with the necessary shear-wave
velocity profile. All KiK-net stations have three-component
accelerometers both at the surface and at the bottom of a
borehole, and many boreholes reach engineering bedrock.
Among 134 K-NET stations, 102 stations have engineering
bedrock depths of less than 20 m. Among 37 PARI stations,
15 stations have measured shear-wave velocity profiles down
to engineering bedrock. For the remaining 32 K-NET sta-
tions and 22 PARI stations, site periods, which were all from
site classification (SC) TV, were estimated by horizontal-
to-vertical (H/V) ratios with reasonable confidence by the
method of Zhao, Irikura, er al. (2006). However, a note of
caution in using H/V ratio is that the peak period in the
H/V ratio does not necessarily correspond to the peak period
in the surface-borehole amplification ratios. The two peak
periods may coincide only if the borehole censor is located
at the soil-rock interface as suggested by Safak (1997) and
the results from the analyses of downhole records by Parolai
et al. (2009). This inconsistency is likely to contribute to
overall uncertainty in the analyses presented in this study.

Site classes are used for presenting spectral amplifica-
tion ratios only and are defined by T, not Ty

510"

Spectral Amplifications from Surface-Borehole
Record Pairs

These surface-borehole amplification ratios differ from
the response spectral amplification ratios between the ground
surface record at a soil site and a nearby rock site surface
record (Safak 1997). From equation (4) of Zhao (1996), for
example, the ratio between soil surface displacement and
that at the bottom of the soil layer is independent of material
properties of the bedrock and the impedance ratio. Surface—
borehole amplification ratios exclude the effect of radiation
damping (the effect from the portion of downgoing waves
that is leaked back to the half-space). Equation (4) of Zhao
(1996) shows that from a modeling point of view, compared
with surface—borehole spectral ratios, the Fourier spectral
ratio between the soil surface and bedrock outcrop is a func-
tion of impedance ratio and therefore radiation damping is

accounted for in the amplification ratios between a surface
soil and a nearby surface rock site (or bedrock outcrop) as
implied in a GMPE. The suitability of a site parameter can be
checked by

Agp (T gier Tsp)

o (2)
ASB ( Trsx’k' TSP)

A pseudo-site ( T.ci[c > TSP ) =

in which Ajgao-siee 1 the pseudoamplification ratio for a soil
site over a rock site at a spectral period of Tgp, in which an
amplification ratio that may be similar to that of a GMPE. Agp
is the average amplification ratio between the surface
and borehole response spectra, T, is a site parameter, and
Tock 18 the site parameter for rock site. Both T, and T
can be either T or Ty, used in a GMPE. We refer to the
amplification ratio in equation (2) as a pseudoamplification
ratio to differentiate it from the amplification ratio of a sur-
face soil site over a surface rock site in a GMPE. Although
radiation damping is not included in equation (2), Apeeydo-sie
will be similar to surface soil-surface rock ratios in two
cases: (1) when the bedrock is rigid, or (2) when the radiation
damping effects on Agp(T. Tsp), for soil sites, and
Agp(T e Tsp), for rock sites, are identical. In the latter case,
the effect of radiation damping is cancelled out, although this
assumption is likely to be applicable for sites only with short
to moderate spectral periods. Zhao (1996) showed that the
radiation damping ratio is proportional to the period and,
therefore, its effect is less at short periods than at long peri-
ods. The small effect of radiation damping leads to similar
values for Apugo-site to the spectral amplification ratios of
surface soil-surface rock sites for spectral periods up to
about 1.5 s (within 20% for short-period sites; the resulls
are not presented in this paper because of length constraints).
Because the wave path of the surface and borehole records
is identical from the earthquake source to the base of the
borehole, Apeudo-sie Will not be affected by the variability
associated with earthquake source and wave propagation
path for that particular event, and hence the reason why
KiK-net surface-borehole record pairs were used. It is pos-
sible that, if a site parameter can be used to accurately model
the surface—borehole spectral ratio, it can be used to model
the amplification ratios of surface soil-surface rock records
because of the similarity between the two types of amplifi-
cation ratios.

The variability of the response spectral ratios from a site
with a borehole record is arguably too large to assess the suit-
ability of a site parameter by comparing the spectral ampli-
fication ratios with theoretical results from simple models.
Instead, an empirical method is used herein. The average am-
plification ratio is calculated for each site, and regression is
used to examine its dependence on Tg or T'y_ . The residuals
between the average amplification ratio of a site and the
median value from the regression equation are referred to
as intersite (or between sites) residuals. In a similar way to
the random-effects model used by Abrahamson and Youngs
(1992), the residuals between the amplification ratio of each



record and the average amplification ratio from all records at
this particular site are referred to as intrasite (or within sites)
residuals, the definition of which is not strictly consistent
with random effects methodology. A rigorous separation of
residuals into the inter and intrasite parts requires a random-
effects model to be fitted to the amplification ratios, and the
inter and intrasite errors can then be estimated simultane-
ously. However, a rigorous model is not necessary for a pre-
liminary study to assess the suitability of a site parameter
because our main objective is to derive the standard devia-
tions for the two site parameters. However, the approximate
separation may lead to the intra and intersite residuals for
sites with few records being biased.

The standard deviation of the intersite residuals is used
to gauge the suitability of the site parameter. The conclusion
may be reached by performing an F-test between the two
sets of intersite residuals obtained using T or Ty with
the hypothesis that the standard deviations of the two sets
of residuals are statistically similar. If the hypothesis is re-
jected at a significantly low probability, such as p = 0.05
or 0.1, the site parameter that leads to the smaller standard
deviation may be considered to show significantly better
predictions. Such comparisons and statistical tests are per-
formed for all data, including those grouped according to the
site classes (Table 1). Such site-class grouped testing is im-
portant because a site parameter that appears to be better for
all sites in one group may not be the better parameter for all
site classes.

Note that the shear-wave velocities at the borehole loca-
tion for two sites with the same site period, or the depth of the
borehole sensors at two sites with identical shear-wave
velocity profiles, are unlikely to be equal. These differences
will bring variability to the surface-borehole amplification
ratios as shown by Safak (1997). However, for KiK-net sta-
tions, borehole sensors are usually located in the engineering
bedrock. Therefore, minor differences in borehole depth may
not have a significant effect.

Spectral Amplifications from Ground-Motion
Prediction Equations (GMPEs)

The second approach for examining the difference be-
tween Tg and V¢ as a measure of site effects is to use the
results from a GMPE. For example, Zhao (2010) used a
random-effects model (Abrahamson and Youngs, 1992) to
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investigate the options for geometric attenuation functions;
Zhao and Xu (2012) used a model that is largely equivalent
to the random-effects model to investigate the magnitude scal-
ing for large subduction-interface earthquakes in Japan. The
random-effects model by Abrahamson and Youngs (1992)
separates the residuals into two parts, interevent (between
earthquakes as termed by Atik et al., 2010) and intraevent
(within earthquakes as termed by Atik ef al., 2010) residuals.
Theoretically, the interevent residuals are associated with
earthquake source parameters only for a large dataset with
ideal distribution with respect to magnitude, source distance
and site classes. Interevent residuals will not be used in this
study even though the data distribution is not ideal because we
consider the possible effect of imperfect data distribution is
likely to be secondary. In order to describe site effects by a
continuous site parameter, such as T's or 7'y, from a GMPE
based on site classes, we need to recover the portion of site
effect that can be described by a continuous site parameter
but has been forced into intraevent residuals by the use of site
classes. The site term plus the intraevent residuals contain ran-
dom intraevent errors, random errors associated with the site
effect, and the underlying portion of the site effect that can be
described by a function of a continuous site parameter in an
empirical model. Theoretically speaking, fitting a function of
site parameters, either T'g or Ty_ . to the site term plus the
intraevent errors by a least squares method can obtain esti-
mates of the appropriate function for site effects, as random
errors associated with intraevent variability and site effects
can be averaged out. The standard deviation of the intersite
residuals can then be used to gauge the suitability of the site
parameter. The results from this approach are directly appli-
cable to GMPEs, and we also expect that the intersite variabil-
ity from this dataset is larger than that from the first approach.
The results from this approach may address the reason why
most GMPE developers use V g3, although many GMPE devel-
opers agree that Vg3 alone is not a theoretically sound param-
eter to represent site effects. Itis perhaps the case that the large
variability hides the theoretical inappropriateness of the con-
troversial site parameter V g5 used as the proxy for site effects.

Strong-Motion Dataset

We used two datasets. The first dataset has 3018 surface-
borehole pairs of strong-motion records, obtained by the KiK-
net stations from earthquakes for which moment magnitude,

Table 1
Site-Class Definitions Used in the Present Study and the Approximately
Corresponding NEHRP Site Classes (Building Seismic Safety Council
[BSSC], 2000)

Site Class  Description Natural Period

Vg Caleulated from Ty NEHRP Site Classes

SC1 Rock T<02s
scn Hard soil 02T <045
SC 11 Medium soil 04<T <065
SC IV Soft soil T=06s

Vo > 600 A+B+C
300 < Vg < 600 C
200 < Vg < 300 D

V30 <200 E+F
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reliable focal depth, and tectonic source types are available.
The earthquakes have a moment-magnitude range of 4.9-9.0
and a focal depth up to 130 km. The records are from 10
shallow-crustal, 31 subduction-interface, and 54 subduction-
slab events, as shown in Table 2 and Figure 2. The source
distance (the closest distance to the fault rupture model for
large earthquakes with computed finite fault and hypocentral
distance for the remaining others) is up to 300 km and a mag-
nitude-dependent cutofT distance is used to avoid the effect
of untriggered stations. Nine hundred fifty-nine pairs of re-
cords are from SC I, 678 from SC II, 399 from SC III, and
982 from SC IV sites, as shown in Table 3 and Figure 3. These
records will be used for the analysis of the response spectral
amplification ratios between the surface and the borehole
accelerograms,

The second dataset consists of records from 39 shallow-
crustal, 64 subduction-interface, and 37 subduction-slab
earthquakes as shown in Table 4 and Figure 4. There are a
total of 2014 ground-motion records from these 140 earth-
quake events, many from the first dataset, including 669
records from SC I, 467 from SC II, 200 from SC III, and
678 from SC IV sites as shown in Table 5 and Figure 5. The
earthquakes have similar magnitude and focal depth range to
those of the first dataset. All records are from ground surface
stations and have previously been used by Zhao (2010) and
Zhao and Xu (2012) for assessing GMPE parameters. The
remainder of those records used by Zhao (2010) and Zhao
and Xu (2012) are not used in the present study because T'g
of the recording stations are not available. In particular, the
strong-motion records from the 2011 M,, 9 Off the Pacific
coast of Tohoku earthquake were used in both datasets. For
stations where shear-wave velocity is only available down
to a depth of 20 m, as for K-NET stations and some PARI
stations, the shear-wave velocity for the last layer was used
for the soil between depths of 20 and 30 m to compute V.
Boore et al. (2011) and Kanno et al. (2006) developed cor-
relation equations between average shear-wave velocity of
top 20 m (V) and Vg3 for a large range of V gy, and our
simple extension appears to work satisfactorily for SC 1V
sites as calibrated by using KiK-net stations. However, to
simply extend the shear-wave velocity of the last layer down
to 30 m would not lead to a reasonable estimate for T'.

These two datasets utilized in this study have a low level
of overlapping ground motions. The first dataset contains

Table 2

First Dataset: Number of Earthquakes in Each Site Class and
Earthquake Source Type

“ocal ! .
Focal Mechanism Total in Each

Reverse Strike-Slip Normal  Source Type

Shallow crustal 6 4 10
Subduection interface 31 31
Subduction slab 35 8 11 54
Total in each focal 72 12 11 Grand total 95

mechanism group
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Figure 2.  First dataset: distribution of earthquakes with respect
to focal depth and magnitude for KiK-net data. The number of
events is given in the legend. The color version of this figure is
available only in the electronic edition.

448 records from the second dataset while the second dataset
contains 743 records from the first dataset. This relatively
low level of data overlap makes it impossible to use the
analysis on the site terms plus intraevent residuals, which
represent variations within a given earthquake (Abrahamson
and Youngs, 1992), for the first dataset. This is because the
intraevent residuals for the KiK-net surface records that are
not in the second dataset are not available, unless a new
GMPE is developed based on all strong-motion records in
both datasets. In this study, approximate intraevent residuals
for the KiK-net surface records in the first dataset are com-
puted with respect to a GMPE developed by Zhao (2010).
The results from the KiK-net surface records will be used
as confirmation for the results from the analyses of the sec-
ond dataset.

Significant nonlinear soil response is likely to develop
when a surface soil site PGA is more than 0.2g for SC III and
IV sites. In the first dataset, a very small portion—49 of 1381
records—from SC IIT and IV sites have a geometric mean
PGA more than 0.2g. In the second dataset, only 77 records
from SC III and IV sites have a geometric mean PGA more
than 0.2¢. We do not expect that the effect of nonlinear soil

Table 3

First Dataset: Number of KiK-net Records in Each Site Class
and Earthquake Source Type

Site Class

Total in Each
SC1 scn SC I SC v EQ Type
Shallow crustal 155 105 58 104 422
Subduction 339 232 145 379 1095
interface
Subduction slab 465 341 196 499 1501
Total in each 959 678 399 982 Grand total
site class 3018
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Figure 3.  First dataset: distribution of strong-motion records from KiK-net stations used in the present study for peak ground acceleration
(PGA). A magnitude-dependent cut-off distance is used to avoid the effect of untriggered instruments. Site classes were defined by site period.

response from such a small portion of stations would have
any significant impact on the results reported in the present
study. Note that nonlinear models for some GMPEs (Abra-
hamson and Silva, 2008; Campbell and Bozorgnia, 2008;
Chiou and Youngs, 2008), were derived from numerical
modeling (Walling er al. 2008), suggesting that it is not pos-
sible to derive reliable GMPE terms accounting for nonlinear
soil response from strong-motion records only. The results
present in this study are applicable only to the linear site term
(independent of rock site PGA or spectra) in a GMPE.

Analyses of KiK-net Response Spectral
Amplification Ratios from the First Dataset

The average spectral amplification ratios are computed
for each site first. For those sites that have a large number of
records, the effect of magnitude and source distance can be
minimized by taking the average amplification ratio for all

records in each site. A small number of stations have only
one record, and the amplification ratio for this record was
taken as the average ratio while in a random-effects model
the residual for a single record can be partitioned into inter
and intrasite residuals. Based on visual inspection on the
variation of surface-borehole amplification ratios with T
(or Ty, ), a number of possible functions were used to de-
scribe the average amplification ratios. The function with the
fewest terms that are statistically significant and the smallest
standard deviation was selected. Based on this selection pro-
cedure, the following simple function of site parameter 7" was
fitted to the site amplification ratios between the surface and
borehole response spectra,

In[Asp(T, Tsp)] = asp(Tsp)T + bsp(Tsp) In(T)
+ csp(Tsp)[In(T))* + dsp(Tsp). (3)

Table 4

Second Dataset: Number of Earthquakes in Each
Site Class and Earthquake Source Type

Focal Mechanism

Total in Each
Unknown Reverse Strike-Slip  Normal Source Type
Shallow crustal 11 26 2 39
Subduction interface 62 2 64
Subduction slab | 18 9 9 37
Total in each focal 1 91 37 11 Grand total 140

mechanism group
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2 .| JFee ~ . periods of 2.0 (top row) and 4.0 s (bottom row); the corre-
L e, sponding curves characterized by T are in the left panel and
ko F et & those by Ty in the right. The scatter in the right panel of
B x & . A A r i ) = .
g 65 i, ‘3 - & Figure 7 is clearly larger than that in the left. For both spec-
S ¢ ¥ x SR tral periods, the standard deviation for the fitted equation
- Wy f: §va I & & @ of Ty is less than that for Ty_, tentatively suggesting that
5.5 S e te B N
T e Q; 2 Tgis a bcllr{r site parameter. . .
5 x o The residuals are grouped together according to their
45 site class defined in Table 1 using T, and the standard
0 30 60 90 120 150 deviation of the intersite residuals is then computed for each

Focal depth (km)

Figure 4.  Second dataset: distribution of earthquakes with re-
spect to focal depth and magnitude from the Zhao (2010, 2011)
studies. The color version of this figure is available only in the elec-
tronic edition.

in which T is either Tg or Ty, and agg(Tsp), bsp(Tsp),
csplTsp), and dgp(Tsp) are regression coefficients for a
given value of Tgp. Even for equation (3), not all terms are
statistically significant for some spectral periods and only the
terms with statistically significant estimates were used. The
impedance ratio is not used as a site parameter in equation (3)
because our initial study suggests that the terms to represent
this parameter are not statistically significant. This aspect
may be investigated further in a future study,

The differences between the natural logarithm of the am-
plification ratios and those calculated from equation (3) are
referred to as intersite residuals for the simple model. Their
standard deviation is referred to as intersite variability (7).
Note that 7, is the prime parameter for this study, and it was
determined that 7 is not overly sensitive to the specific func-
tional form of equation (3). Figure 6 shows the amplification
ratios for spectral periods of 0.5 (top row) and 1.0 s (bottom
row). The corresponding curves characterized by T's are in
the left panel and Ty are in the right panel. For the 0.5 s
spectral period, the intersite standard deviation for the fitted
equation is 0.45 when T is used and 0.43 when Ty is
used, suggesting that both parameters can be used to char-
acterize the site effect equally well. For the 1.0 s spectral

Table 5

Second Dataset: Number of Records in Each Site Class and
Earthquake Source Type

S Gl Total in Each
SC1 sCu sC sC1Iv EQ Type
Shallow crustal 122 84 12 79 297
Subduction interface 344 254 139 469 1206
Subduction slab 203 129 49 130 511
Total in each 669 467 200 678 Grand total
site class 2014

site class. Figure 8 compares the intersite standard deviation
(labeled as intersite variability for convenient presentation
in all relevant figures) derived from equation (3) using both
Ty, and T for four site classes. For three site classes, SC 1
(rock), II (hard soil), and III (intermediate soil), the standard
deviations derived by using either T'g or T’y are nearly iden-
tical for all spectral periods. At some spectral periods, 0.2—
0.7 s for SC T and T sites, and up to 0.5 s for SC IV sites, the
intersite standard deviation based on using Ty is slightly
smaller than that derived using T'g. For SC IV sites, the in-
tersite standard deviation using 7'¢ is much smaller for spec-
tral periods of more than 1 s, as shown in Figure 8d.
Figure 9a shows the intersite standard deviation for all data
as one group. The standard deviation obtained using T is
similar to that using 7'y at short spectral periods and mod-
erately smaller for spectral periods in the range of 1-4.5 s.
The probability of an F-test on the hypothesis that the stan-
dard deviation by using 7 g is similar to that using Ty 18 less
than 5% in a spectral period range of 0.9-4.5 s, as shown in
Figure 9a, suggesting that 7'y results in a statistically smaller
uncertainty than Ty in this period range. However, Fig-
ure 9b shows that the probability for the same hypothesis
is less than 5% only for SC IV sites in the spectral period
range of 1.25-5 s and is less than 10% for spectral periods
of 1 s or longer. These results illustrate that T's is a better site
parameter than 7'y for predicting amplification of spectral
acceleration on soft soil sites within a spectral period range
of 1-5 s. For other site classes and spectral period bands,
Ty,, and Tg work equally well.

When site classes are used, alternative intrasite-class re-
siduals can be defined as the differences between those of
each record and the average amplification ratios in each site
class (assuming constant amplification ratios within each site
class). Figure 10a shows the standard deviation of intrasite-
class residuals for these discrete site classes. For the first
three site classes—SC I, II, and ITI—the intrasite-class stan-
dard deviations for all spectral periods tend to increase with
increasing 7T'g, increasing site class from I to III. For SC IV
sites, the intrasite-class standard deviations at short periods
are smaller than those for the other three site classes but
become much larger at long spectral periods. The standard
deviations for the intrasite residuals in Figure 10b are
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generally much smaller than those of the intersite residuals at
short periods (in Fig. 10a) but they are similar at long periods
for rock and stiff-soil class sites (SC I and II). The intrasite
residuals exclude the single-record sites for which the
approximate intrasite residuals are zero. For soft-soil sites

(SC IV) the standard deviation for intrasite residuals is much
less than that for intersite residuals at all spectral periods. The
small intrasite standard deviation derived from this study
is probably one of the reasons why the standard devia-
tion from the strong-motion records obtained at a particular
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site would be smaller than that in the regional GMPE, as re-
ported by Atkinson (2006). The intrasite standard deviation
being smaller than the intersite standard deviation suggests

that the probability of similar amplification ratios at a given
site from different earthquakes is higher than the probabil-
ity of similar amplification ratios between two sites with
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identical site classes or Ty. The small intrasite variability
compared with intersite standard deviation also suggests that
appropriate site modeling can reduce the variability of pre-
dicted site amplification ratio, as, in theory, intersite standard
deviation can be excluded in the probabilistic seismic-hazard
analysis for this particular site. However, the uncertainty in
the selection of theoretical site response models will be an
equivalent to intersite variability in this case.

Figure 10b also shows that, at short periods up to 0.4 s,
the intrasite standard deviations for SC I and II sites are
larger than those for sites III and IV. A possible reason is
that the variability tends to be relatively large at spectral peri-
ods close to T, although this is obscured by the general re-
duction in the intrasite standard deviation with increasing
spectral period up to 1.5 s. If this linear reduction is removed,
the intrasite variability tends to have a peak at the average Ty
for each site class. The T's range for SC I and II sites has T'g
less than 0.4 s, and this may be the reason for the relatively
large intrasite standard deviations at short periods.

Analysis of Residuals from GMPEs for Records
from the Second Dataset

Similar to the previous analysis of KiK-net ground-
motion data, the average value of the site class terms plus
intraevent residuals for each site is used so as to minimize
the variability associated with path effect. The exponential
of the site class term plus intraevent residuals is referred
to as the site-effect factor B,;,.. Based on the same selection
procedure as for equation (3), the following simple function
of either Tg or Ty~ was fitted to the average values

In[Bo(T. Tsp)] = agiie(Tsp) T + b (Tsp) In(T)
+ Caie(Tsp) (TP + diee(Tsp).  (4)
in which age, P, Caer and dy,e are regression coefficients
for a given spectral period Tgp. A f-test was performed to

examine the statistical signilicance of each coefficient in
equation (4) and only those that are statistically significant
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(when the absolute value is greater than zero) at a 5% signifi-
cance level were retained. As previously noted, the variability
associated with the fitted empirical site model is referred to as
the intersite variability, and the standard deviation from equa-
tion (4) will be the principal indicator used for quantifying site
response in this study.

Figure 11 shows the average values for the site-effect
factor from the Zhao (2010) and Zhao and Xu (2012) studies
in each site and values computed from equation (4) for PGA
and spectral accelerations at 0.5 s. Because of the small num-
ber of long-period sites, the decrease in the site-effect factor
with increasing site period in the left panel of Figure 11 at
long site periods is poorly constrained and more sites are re-
quired to obtain reliable estimates. It is also possible that
equation (4) is not the best empirical model to describe the
site effect. However, the prime purpose of this study is the
selection of site parameters by evaluating intersite standard
deviation, which is not very sensitive to the detailed variation
of the average site-effect factor within the site parameter. For
example. if a more complex model than equation (4) is used
to achieve a constant average site-effect factor at a long site
period, the intersite standard deviation, 7, is largely un-
changed. Figure 12 shows the results for spectral periods
of 1.0 and 2 5. The standard deviations for the empirical mod-
els described by equation (4) using T'g or Ty, are very sim-
ilar, with 7'y producing a slightly smaller standard devia-
tion for PGA and 0.5 s period. The standard deviations for 1.0
and 2.0 s spectral periods are very similar between the two
site parameters.

Figure 13 compares the intersite standard deviations (7)
derived from using Tg or Ty, in the place of 7' in equa-
tion (4). For SC 1 sites, the standard deviations from using
Ts and Ty are very similar for all spectral periods,
although 7'y leads to a slightly smaller standard deviation
than T'g as shown in Figure 13a. Figure 13b shows that, for
SC Il sites, using T g leads to a smaller standard deviation in a
spectral period range 0.8-3 s than using T’y for SC II sites.
Both site parameters lead to very similar standard deviations
for other spectral periods. For SC I sites, Figure 13¢ shows
that, at periods up to 0.6 s, using T’y leads to a slightly larger
standard deviation than using 7'y . The use of T leads to
smaller standard deviations at most spectral periods of more
than 0.6 s. However, for SC IV sites, using 75 actually leads
to a sizable increase in the intersite standard deviations be-
tween spectral periods 0.3 and 1.0 s compared with those
using Ty, while using Tg leads to smaller standard devia-
tions at spectral periods of more than 1.2 s, as shown in
Figure 13d.

Figure 14a shows that the F-test probability for the hy-
pothesis that the intersite residuals from two site parame-
ters have statistically similar standard deviations is less
than 10% in a period range of 0.6-0.9 s for SC IV sites,
in which T actually performs worse than 7y does. The
F-test probability for all other three site classes is more
than 25%. Figure 14b shows the intracvent/site standard
deviation, oy sies the standard deviation for the residuals
between the intraevent residuals for each record and the
average intraevent residuals for a given site. The results from
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single-record stations were excluded from the calculation
of the intracvent-site standard deviation. Figure 14b also
shows the intraevent standard deviations from the Zhao
(2010) model, which is much larger than the intracvent—site
standard deviations from the present study. For PGA, the in-
tersite and the intraevent—site standard deviations are similar.
For all other spectral periods, the intracvent—site standard de-
viations are either similar to, or smaller than, the intersite stan-
dard deviations presented in Figure 13. For SC IV sites, the
intracvent-site standard deviation is considerably smaller than
the intersite standard deviation at other spectral periods. The
total intraevent standard deviation oy -even: from the present
study can be calculated by

[ 2 3
Tintra-event = \/ Tovemt/site T 75+ (5)

The total intraevent standard deviation, ojy-cvents 15
almost identical to the intraevent standard deviations from
the Zhao (2010) study. The single site standard deviation,
Tg-sirer defined by

a2 el
Ts-site = \/Gc\'cnt,*'qitc + Tinter-event® (6)

in which 7 er-cven: 18 the interevent standard deviation from a
GMPE. Clearly o . is likely to be smaller than the total
regional standard deviation from a GMPE because of the ex-
clusion of 7, as shown by Atkinson (2006).

A possible cause for the discrepancies between the re-
sults presented in Figures 9b and 14a may be the introduction
of K-NET and PARI stations in the second dataset, as all
K-NET stations and some PARI stations have a shear-wave
velocity to a depth of only 20 m. One way to evaluate this
possibility is to compare the mean intersite residuals and the
standard deviations for the KiK-net data and the data from
the rest of the stations in the second dataset. The results show
that the standard deviations between these two groups of data
within the second dataset are statistically similar, with an
F-test probability over 30% for the residuals from using T'g
or Ty, For the data using T'y_ , a t-test at 5% significance

level shows that the mean intersite residuals from the KiK-
net data are also statistically similar to the rest of the data in
the second dataset. Another 7-test shows that the mean inter-
site residuals from the KiK-net data differ statistically from
the data of the other stations in the second dataset at some
periods, but the difference is practically insignificant, only
about 10% or less. It can be shown that this level of differ-
ence between the mean intersite residuals from two groups of
data within the dataset will lead to a negligible increase in the
standard deviation for the entirety of the second dataset.
These results suggest that the conflicting conclusions derived
from the first and second datasets are unlikely to be caused
by any inconsistency in the site periods between the two
groups of stations in the second dataset.

In theory, if the dataset used by a GMPE is large and
evenly distributed between earthquake events and ground-
motion stations (in which the total number of records is large
and the number of records from each station is equally large),
the random errors from source and path effects can be elim-
inated by averaging the site terms in addition to intraevent
residuals for a particular site. For such a perfect dataset. intra-
and interevent errors can be completely separated. However,
the dataset used in the GMPE of Zhao (2010) and Zhao and
Xu (2012) is far from ideal, especially for the partial dataset
used in the present study. Most of the stations have a rela-
tively small number of records, and as well as many of the
earthquakes. Consequently, some of the interevent random
errors and the intracvent errors may have propagated into
the intersite variability. The error propagated into intersite
residuals may be larger at spectral periods close to Tg than
at other spectral periods because amplification ratios tend to
be large at spectral periods close to T'y. Also, as the number
of records with useable response spectral periods greater than
1.5 s reduces quickly with increasing spectral period, the ef-
fect of improper data distribution may increase with increas-
ing period. Therefore, the discrepancies between the results
in Figures 9b and 14a at site periods, as well as at long peri-
ods, may be caused by the larger variability in the second
dataset as shown clearly in Figure 15. At long spectral peri-
ods, the standard deviations from the first dataset are much
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in logarithm scales. The color version of this figure is available only in the electronic edition.

smaller than those from the second dataset, and the dif-
ferences rise with increasing spectral period. The large
differences at long periods may be a result of error propaga-
tion exacerbated by the reduced number of records with in-
creasing spectral periods. For SC I sites at short periods,
Figure 15a,b shows that the standard deviations of the first

dataset are smaller than those of the second dataset by a
large factor for all spectral periods. The large differences
at PGA and short periods for SC I sites may be caused by
the short-site period (0-0.2 s) for SC I sites, in which the
variability tends to be larger at spectral periods close to
T's. At short periods and for SC II, III, and IV sites as shown
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contains some recording stations that do not have a measured
shear-wave velocity to the bedrock. To clarify this aspect, we
present the results from the analyses of site class term plus
the intraevent residuals for surface records in the first dataset.
However, 1796 surface records in the first dataset were not
used in the GMPE studies of Zhao (2010) and Zhao and Xu
(2012), and, therefore, intraevent residuals are not readily
available. We used an approximate method to calculate
the intraevent residuals for these records.

We calculated the total residuals for the 1796 surface
records in the first dataset with respect to the GMPE of Zhao
(2010) and then calculated the average total residuals for
each earthquake. The average total residual for each earth-
quake event is then taken as the approximate interevent
residual, and the difference between the total and the ap-
proximate interevent residual is taken as the approximate in-
traevent residual. The approximate intraevent residuals were
then combined with the intraevent residuals for the records
that were included in the Zhao (2010) and Zhao and Xu
(2012) studies. The same procedure used in the analyses for
the second dataset was applied to the site term plus the ap-
proximate intraevent residuals together with data for the re-
maining records in the first dataset from the GMPE studies by
Zhao (2010) and Zhao and Xu (2012). Note that their model
parameters were not published.

Figure 16 shows the intersite variability and the F-test
probability for all data as one group. For spectral periods up
to 0.5 s and spectral periods of 2 s or longer, the interevent
standard deviations derived by using T and Ty, are very
similar. The standard deviations using 7' are smaller than
those from using 7'y by 0.05 at the other spectral periods.
The probability of accepting equal standard deviations from
the two site parameters is less than 10% in a spectral period
range of 0.6-1.2 s and less than 5% in a spectral period range
of 0.7-1 s. The use of T's for amplification ratios in a period
range of 0.7-1.0 s leads to statistically significant reduction
in the intersite standard deviation.

Figure 17 shows the intersite residuals and F-test
probability for the data in four site classes. Figure 17a shows
that the intersite standard deviations for SC I sites from
using 7' and Ty are nearly identical and the probability
of accepting statistically similar standard deviations are more
than 60%. For SC II sites in Figure 17b, the standard devia-
tions from the two site parameters are also nearly identical

Spectral period (s)

Figure 16. Comparison between the intersite standard devia-
tions modeled by using Ty, and 7y as site parameters for the
KiK-net surface records with respect to ground-motion prediction
equations (GMPEs) for the first dataset as one group, Values for peak
ground acceleration (PGA) are plotted at (.03 s spectral periods for a
convenient presentation in logarithm scales. The color version of
this figure is available only in the electronic edition.

and the F-test probability is more than 90%. For SC III sites,
Figure 17¢ shows that the intersite standard deviations from
the two site parameters are nearly identical for spectral peri-
ods up to 0.5 s. The standard deviations from using Tg are
less than those from using Ty at other spectral periods by
0.05. The F-test probability is more than 45% for all spectral
periods. Figure 17d shows that the standard deviations using
T's are very similar to those using 7'y at spectral periods up
to 0.3 s and spectral period of 1.5 s or longer. The standard
deviations from using 7' are less than those from using Ty,
by about 0.05 in a spectral period range of 0.4-1.25 s. The
F-test probability for accepting equal intersite standard de-
viations from two site parameters is more than 20% for all
spectral periods. These results suggest that the differences in
the standard deviations from the two site parameters are sta-
tistically similar for all spectral periods in all site classes.
However, the lower standard deviations from using 7'y than
using Ty, in a spectral period range of 0.7-1.0 s for SC III
and IV sites lead to statistically lower standard deviations for
all sites as one group by using 7’5 than that from using Ty .

Comparison of Amplification Ratios Predicted
by Using Ty, and T

It is well known that using appropriate site modeling
parameters in GMPEs does not usually lead to significant
reduction in the model standard deviations. However, the
appropriate site modeling can lead to appropriate spectral
shapes that are consistent with the definition of site classes.
Zhao, Irikura, ef al. (2006) showed that the spectral ampli-
fication ratios for the spectra from SC II, II1, and IV over SC 1
class, derived from GMPEs using site class based on Ty, leads
to much more consistent amplification ratios than using the
site classes based on geological and geotechnical description.
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Fukushima et al. (2003) found that using site classes based
on T for the European data led to little reduction in regres-
sion standard deviation but produced better spectral shape. A
recent study (Di Alessandro et al., 2012) also found similar
results. These results mean that achieving consistent median
amplification ratios is also an important indication of using
appropriate site parameters. Consistent median amplification
ratios means that:

(a) the peak amplification ratios tend to rise with increasing
T;: and

(b) the peak amplification periods tend to exist at a spectral
period close to T at least for SC I, I1, and II1, and some
SC 1V sites.

Figure 18 presents the response spectral amplification
ratios A, calculated by

B:‘ltc ( Thilc' TSl’}
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The rock-site period T, = 0.1 was selected. The
variation of amplification ratios with Ty is not smooth for
some site periods and is possibly caused by the use of a par-
tial dataset. For all sites shown in Figure 18, the amplifica-
tion ratios derived by using T’y are very similar to those using
Ty,,, for spectral periods up to 0.4 s. The good agreement
demonstrated is a result of good correlation between T
and T’y at short periods, as shown in Figure 1. At spectral
periods of more than 0.4 s, the peak amplification ratios com-
puted by using Ty are generally less than those computed

by using Ty, and the differences rise quickly with increasing
Ts. Using Ty, the long-period amplification ratios are
severely underestimated compared with those using T’y be-
cause of the saturation of Ty, with respect to T's as shown
in Figure 1.

Conclusions
The following conclusions can be reached in this study:

(1) The correlation between site period (7', four times the
travel time of shear-wave velocity in the soil layers) and
Ty,,» 120 m/V g (the average shear-wave velocity 1o a
depth of 30 m with a unit of m/s), is excellent for sites
with 7'y < 0.4 s. This means that for short-period sites,
both Vg3 and Ty can be used as the site parameter to
model the response spectral amplification ratios with
equivalent predictive capabilities. For periods greater
than ~0.5 s, the variability in correlation between Ty
and T is considerable.

(2) For the KiK-net records, standard deviations for intersite
errors, the difference between average residuals for
each site and the empirical model used to estimate re-
sponse spectral amplification ratios, are in a range of
0.18-0.6 in the natural logarithm scale. The larger value
is associated with short spectral periods and the smaller
value with long spectral periods.

(3) For the KiK-net records, the standard deviation of the intra-
site errors that represents the variation of amplification
ratios from different records in each station is much smaller
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are plotted at 0.03 s spectral periods for a convenient presentation in logarithm scales. The color version of this figure is available only in the

electronic edition.

than the standard deviation of intersite residuals at short
spectral periods but similar at long periods,

(4) For the KiK-net data, in terms of standard deviation
for intersite errors, 7's is a better site parameter for mod-
eling amplification ratios than Vg for sites with
Tg > 0.6 s. The variability of amplification ratios de-
rived using T¢ or Vg are statistically similar for sites
with short and medium periods.

(5) Using T or V g3 to model site class terms, plus intraevent
residuals from Zhao (2010) and Zhao and Xu (2012),
leads to statistically similar intersite standard deviations
for three site classes (rock, hard soil, and medium soil)
and for most spectral periods in the soft-soil site class,
At a few spectral periods around 0.8 s, Vg3 leads to sta-
tistically smaller standard deviations than T,

(6) The relatively small intrasite standard deviations for the
site amplification ratio may be a possible cause for the
smaller single-site standard deviation than the regional
GMPE standard deviation.

(7) The modeling of approximate intraevent residuals from
the KiK-net surface records in the first dataset with

respect to the GMPE of Zhao (2010) and Zhao and Xu
(2012) shows that T'g and Vg3, lead to similar intersite
standard deviations for all spectral periods for each site
class. Site periods lead to statistically similar intersite
standard deviations for all records as one group at most
spectral periods.

(8) Even though the intersite variability calculated by using

T is statistically similar to that using Vg, for the sec-
ond dataset, T is still arguably a better site parameter
for a GMPE. This is because using T leads to more rea-
sonable median amplification ratios, especially for soft-
soil sites at long spectral periods, than Vgsp.

Data and Resources

The strong-motion records used in the present study are

from K-NET and KiK-net operated by the National Institute
of Earth Science and Disaster Prevention, and the network
operated by the Port and Airport Research Institute (PARI)
in Japan.
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